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Preface

This book was started while the author was Professor and Head of Department at Etisalat
College which was set up with the technical expertise of the University of Bradford,
England. It was continued when the author returned to the Open University, England.
Many thanks are due to my colleagues Dr David Crecraft and Dr Mike Meade of the Open
University, Dr L. Auchterlonie of Newcastle University and Dr N. McEwan and Dr D.
Dernikas of Bradford University. I would also like to thank my students for their many
helpful comments.

High Frequency and Microwave Engineering has been written with a view to ease of
understanding and to provide knowledge for any engineer who is interested in high
frequency and microwave engineering. The book has been set at the third level standard of
an electrical engineering degree but it is eminently suitable for self-study. The book
comprises standard text which is emphasised with over 325 illustrations. A further 120
examples are given to emphasise clarity in understanding and application of important
topics.

A software computer-aided-design package, PUFF 2.1 produced by California Institute
of Technology (CalTech) U.S.A., is supplied free with the book. PUFF can be used to
provide scaled layouts and artwork for designs. PUFF can also be used to calculate the
scattering parameters of circuits. Up to four scattering parameters can be plotted simulta-
neously and automatically on a Smith chart as well as in graphical form. In addition to the
PUFF software I have also included 42 software application examples. These examples
have been chosen to calculate and verify some of the examples given in the text, but many
are proven designs suitable for use in practical circuits. The confirmation of manual design
and CAD design is highly gratifying to the reader and it helps to promote greater confi-
dence in the use of other types of software. An article ‘Practical Circuit Design’ explain-
ing how PUFF can be used for producing layout and artwork for circuits is explained in
detail. There is also a detailed microwave amplifier design which uses PUFF to verify
circuit calculations, match line impedances, and produce the artwork for amplifier fabri-
cation. There is also a copy of CalTech’s manual on disk. This will prove useful for more
advanced work.

The book commences with an explanation of the many terms used in radio, wireless,
high frequency and microwave engineering. These are explained in Chapter 1. Chapter 2
provides a gentle introduction to the subject of transmission lines. It starts with a gradual
introduction of transmission lines by using an everyday example. Diagrams have been
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used to illustrate some of the characteristics of transmission lines. Mathematics has been
kept to a minimum. The chapter ends with some applications of transmission lines espe-
cially in their use as inductors, capacitors, transformers and couplers.

Chapter 3 provides an introduction to Smith charts and scattering parameters. Smith
charts are essential in understanding and reading manufacturers’ data because they also
provide a ‘picture’ of circuit behaviour. Use of the Smith chart is encouraged and many
examples are provided for the evaluation and manipulation of reflection coefficients,
impedance, admittance and matching circuits. For those who want it, Smith chart theory is
presented, but it is stressed that knowledge of the theory is not essential to its use.

The installation of PUFF software is introduced in Chapter 4. The chapter goes on to
deal with the printing and fabrication of artwork and the use and modification of templates.
Particular attention is paid to circuit configurations including couplers, transformers and
matching of circuits. Scattering parameters are re-introduced and used for solving scatter-
ing problems. Many of the examples in this chapter are used to confirm the results of the
examples given in Chapters 2 and 3.

Amplifier circuitry components are dealt with in Chapter 5. Particular attention is paid
to the design of Butterworth and Tchebyscheff filters and their uses as low pass, bandpass,
high pass and bandstop filters. Impedance matching is discussed in detail and many meth-
ods of matching are shown in examples.

Chapter 6 deals with the design of amplifiers including transistor biasing which is
vitally important for it ensures the constancy of transistor parameters with temperature.
Examples are given of amplifier circuits using unconditionally stable transistors and condi-
tionally stable amplifiers. The use of the indefinite matrix in transistor configurations is
shown by examples.

The design of microwave amplifiers is shown in Chapter 7. Design examples include
conjugately matched amplifiers, constant gain amplifiers, low noise amplifiers, broadband
amplifiers, feedback amplifiers and r.f. power amplifiers.

Oscillators and frequency synthesizers are discussed in Chapter 8. Conditions for oscil-
lation are discussed and the Barkhausen criteria for oscillation is detailed in the early part
of the chapter. Oscillator designs include the Wien bridge, phase shift, Hartley, Colpitts,
Clapp, crystal and the phase lock loop system. Frequency synthesizers are discussed with
reference to direct and indirect methods of frequency synthesis.

Chapter 9 is a discussion of topics which will prove useful in future studies. These
include signal flow diagrams and the use of software particularly the quasi-free types.
Comments are made regarding the usefulness of Hewlett Packard’s AppCAD and
Motorola’s impedance matching program, MIMP.

Finally, I wish you well in your progress towards the fascinating subject of high
frequency and microwave engineering.

Ed da Silva

x Preface
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1

Basic features of radio 
communication systems

1.1 Introduction

This chapter describes communication systems which use radio waves and signals. Radio
signals are useful for two main reasons. They provide a relatively cheap way of commu-
nicating over vast distances and they are extremely useful for mobile communications
where the use of cables is impractical.

Radio signals are generally considered to be electromagnetic signals which are broad-
cast or radiated through space. They vary in frequency from several kilohertz1 to well over
100 GHz (1011 Hz). They include some well known public broadcasting bands: long-wave
(155–280 kHz), medium-wave (522–1622 kHz), short-wave (3–30 MHz), very high
frequency FM band (88–108 MHz), ultra high frequency television band (470–890 MHz)
and the satellite television band (11.6 to 12.4 GHz). The frequencies2 quoted above are
approximate figures and are only provided to give an indication of some of the frequency
bands used in Radio and TV broadcasting.

1.1.1 Aims 
The aims of this chapter are to introduce you to some basic radio communications princi-
ples and methods. These include modulation (impressing signal information on to radio
carrier waves), propagation (transmission of radio carrier waves) and demodulation
(detection of radio carrier waves) to recover the original signal information.

The method we use here is to start with an overview of a communication system. The
system is then divided to show its sub-systems and the sub-systems are then expanded to
show individual circuits and items.

1.1.2 Objectives
The general objectives of this chapter are:

• to help you understand why certain methods and techniques are used for radio frequency
and high frequency communication circuits;

1 One hertz (Hz) means 1 cyclic vibration per second: 1 kHz = 1000 cyclic vibrations per second, 1 MHz =
1 000 000 cyclic vibrations per second, and 1 GHz = 1 000 000 000 cyclic vibrations per second. The word Hertz
is named after Heinrich Hertz, one of the early pioneers of physics.

2 The frequencies quoted are for Europe. Other countries do not necessarily follow the exact same frequen-
cies but they do have similar frequency bands.
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• to appreciate the need for modulation;
• to understand the basic principles of modulation and demodulation;
• to understand the basic principles of signal propagation using antennas;
• to introduce radio receivers;
• to introduce you to the requirements of selectivity and bandwidth in radio communica-

tion circuits.

1.2 Radio communication systems

1.2.1 Stages in communication
Let’s commence with a simple communications example and analyse the important stages
necessary for communication. This is shown diagramatically in Figure 1.1. We start by
writing a letter-message, putting it in an envelope, and sending it through a post-carrier
(postal carrier system) to our destination. At the other end, our recipient receives the letter
from the post office, opens the envelope and reads our message. Why do we carry out these
actions?

We write a letter because it contains the information we want to send to our recipient.
In radio communications, we do the same thing; we use a message signal, which is an elec-
trical signal derived from analogue sound or digitally encoded sound and/or video/data
signals, as the information we want to convey. The process of putting this information into
an ‘envelope’ for transmission through the carrier is called modulation and circuits
designed for this purpose are known as modulation circuits or modulators.

We use the post office as the carrier for our letters because the post office has the abil-
ity to transmit messages over long distances. In radio communications, we use a radio
frequency carrier because a radio carrier has the ability to carry messages over long
distances. A radio frequency carrier with an enveloped message impressed on it is often
called an enveloped carrier wave or a modulated carrier wave.

When the post office delivers a letter to a destination, the envelope must be opened to
enable the message to be read. In radio communications when the enveloped carrier wave

2 Basic features of radio communication systems

Fig. 1.1 Analogy between the postal system and a radio system
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arrives at its destination, the enveloped carrier must be ‘opened’ or demodulated to
recover the original message from the carrier. Circuits which perform this function are
known as demodulation circuits or demodulators.

The post office uses a system of postal codes and addresses to ensure that a letter is
selected and delivered to the correct address. In radio communications, selective or tuned
circuits are used to select the correct messages for a particular receiver. Amplifiers are also
used to ensure that the signals sent and received have sufficient amplitudes to operate the
message reading devices such as a loudspeaker and/or a video screen.

In addition to the main functions mentioned above, we need a post box to send our
letter. The electrical equivalent of this is the transmitting antenna. We require a letter box
at home to receive letters. The electrical equivalent of this is the receiving antenna.

1.2.2 Summary of radio communications systems
A pictorial summary of the above actions is shown in Figure 1.1. There are three main
functions in a radio communications system. These are: modulation, transmission and
demodulation. There are also supplementary functions in a radio communications
system. These include transmitting antennas,3 receiving antennas, selective circuits,
and amplifiers. We will now describe these methods in the same order but with more
detail.

1.3 Modulation and demodulation

Before discussing modulation and demodulation, it is necessary to clarify two points: the
modulation information and the modulation method.

In the case of a letter in the postal system, we are free to write our messages (modula-
tion information) in any language, such as English, German, French, pictures, data, etc.
However, our recipient must be able to read the language we use. For example it is useless
to write our message in Japanese if our recipient can only read German. Hence the modu-
lation information system we use at the transmitter must be compatible with the demod-
ulation information system at the receiver.

Secondly, the method of putting information (modulation method) on the letter is
important. For example, we can type, use a pencil, ultra violet ink, etc. However, the reader
must be able to decipher (demodulate) the information provided. For example, if we use
ultra violet ink, the reader must also use ultra violet light to decipher (demodulate) the
message. Hence the modulation and demodulation methods must also be compatible.

In the discussions that follow we are only discussing modulation and demodulation
methods; not the modulation information. We also tend to use sinusoidal waves for our
explanation. This is because a great mathematician, Joseph Fourier,4 has shown that peri-
odic waveforms of any shape consist of one or more d.c. levels, sine waves and cosine
waves. This is similar to the case in the English language, where we have thousands of
words but, when analysed, all come from the 26 letters of the alphabet. Hence, the sinu-
soidal wave is a useful tool for understanding modulation methods.

Modulation and demodulation 3

3 Antennas are also known as aerials.
4 Fourier analysis will be explained fully in a later section.
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We now return to our simple radio carrier wave which is the sinusoidal wave5 shown in
Figure 1.2.

A sinusoidal wave can be described by the expression

vc = Vc cos (ωct + fc) (1.1)

where

vc = instantaneous carrier amplitude (volts)
Vc = carrier amplitude (peak volts)
ωc = angular frequency in radians and ωc = 2πf c where
f c = carrier frequency (hertz)
φc = carrier phase delay (radians)

If you look at Figure 1.2, you can see that a sinusoidal wave on its own provides little
information other than its presence or its absence. So we must find some method of modu-
lating our information on to the radio carrier wave. We can change:

• its amplitude (Vc) according to our information – this is called amplitude modulation
and will be described in Section 1.3.1;

• its frequency (ωc) according to our information – this is called frequency modulation
and will be described in Section 1.3.2;

• its phase (φc) according to our information – this is known as phase modulation and
will be described in Section 1.3.3;

• or we can use a combination of one or more of the methods described above – this
method is favoured by digital modulation.

1.3.1 Amplitude modulation (AM)
This is the method used in medium-wave and short-wave radio broadcasting. Figure 1.3
shows what happens when we apply amplitude modulation to a sinusoidal carrier wave.

4 Basic features of radio communication systems

5 A sinusoidal wave is a generic name for a sine or cosine wave. In many cases, cosine waves are used
because of ease in mathematical manipulation.

Fig. 1.2 A sinusoidal radio carrier wave
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Figure 1.3(a) shows the modulating wave on its own.6 Figure 1.3(b) shows the carrier wave
on its own. Figure 1.3(c) shows the resultant wave. The resultant wave shape is due to the
fact that at times the modulating wave and the carrier wave are adding (in phase) and at
other times, the two waves are opposing each other (out of phase).

Amplitude modulation can also be easily analysed mathematically. Let the sinusoidal
modulating wave be described as

Modulation and demodulation 5

6 I have used a cosine wave here because you will see later when we use Fourier analysis that waveforms, no
matter how complicated, can be resolved into a series of d.c., sine and cosine terms and their harmonics.

Fig. 1.3 Amplitude modulation waveforms: (a) modulating wave; (b) carrier wave; (c) modulated wave

Da Silva Part 1  16/2/1 11:23 am  Page 5



vm = Vm cos (ωmt) (1.2)

where

vm = instantaneous modulating amplitude (volts)
Vm = modulating amplitude (peak volts)
ωm = angular frequency in radians and ωm = 2πfm where
fm = modulating frequency (hertz)

When the amplitude of the carrier is made to vary about Vc by the message signal vm, the
modulated signal amplitude becomes

[Vc + Vm cos (ωmt )] (1.3)

The resulting envelope AM signal is then described by substituting Equation 1.3 into
Equation 1.1 which yields

[Vc + Vm cos (ωmt )] cos (ωct + φc) (1.4)

It can be shown that when this equation is expanded, there are three frequencies, namely
(fc – fm), f c and (f c + fm). Frequencies (fc – fm) and (f c + fm) are called sideband frequen-
cies. These are shown pictorially in Figure 1.4.

The modulating information is contained in one of the sideband frequencies which must
be present to extract the original message. The bandwidth (bw) is defined as the highest
frequency minus the lowest frequency. In this case, it is (f c + fm) – (f c – fm) = 2fm where
fm is the highest modulation frequency. Hence, a radio receiver must be able to accommo-
date the bandwidth of a signal.7

1.3.2 Frequency modulation (FM)
Frequency modulation is the modulation method used in VHF radio broadcasting. Figure
1.5 shows what happens when we apply frequency modulation to a sinusoidal carrier wave.
Figure 1.5(a) shows the modulating wave on its own. Figure 1.5(b) shows the carrier wave
on its own. Figure 1.5(c) shows the resultant wave. The resultant wave shape is due to the

6 Basic features of radio communication systems

7 This is not unusual because speech or music also have low notes and high notes and to hear them our own
ears (receivers) must be able to accommodate their bandwidth. Older people tend to lose this bandwidth and often
are unable to hear the high notes.

Fig. 1.4 Frequency spectrum of an AM wave
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fact that the carrier wave frequency increases when the modulating signal is positive and
decreases when the modulating signal is negative. Note that in pure FM, the amplitude of
the carrier wave is not altered.

The frequency deviation (∆ fc) of the carrier is defined as [f c (max) – fc (min)] or

∆ f c = fc (max) – fc (min) (1.5)

According to Carson’s rule, the frequency bandwidth required for wideband FM is approx-
imately 2 × (maximum frequency deviation + highest frequency present in the message
signal) or

bw = 2 [∆fc + fm (max)] (1.6)

In FM radio broadcasting, the allocated channel bandwidth is about 200 kHz.

Modulation and demodulation 7

Fig. 1.5 Frequency modulation waveforms: (a) modulating wave; (b) carrier wave; (c) FM wave
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1.3.3 Phase modulation (PM)
Phase modulation is particularly useful for digital waveforms. Figure 1.6 shows what
happens when we apply phase modulation to a sinusoidal carrier wave. Figure 1.6(a)
shows a digital modulating wave on its own. We have used a pulse waveform as opposed
to a sine wave in this instance because it demonstrates phase modulation more clearly.
Figure 1.6(b) shows the carrier wave on its own. Figure 1.6(c) shows the resultant wave.
Note particularly how the phase of the carrier waveform changes when a positive modu-
lating voltage is applied. In this particular case, we have shown you a phase change of
180°, but smaller phase changes are also possible.

Phase modulation is popularly used for digital signals. Phase modulation is synony-
mous with frequency modulation in many ways because an instantaneous change in phase8

is also an instantaneous change in frequency and vice-versa. Hence, much of what is said
about FM also applies to PM.

8 Basic features of radio communication systems

8 Phase (φ) = angular velocity (ω) multiplied by time (t). Hence φ = ωt. Note this equation is similar to that
of distance = velocity × time. This is because φ = amount of angle travelled = velocity (ω) × time (t).

Fig. 1.6 Phase modulation waveforms: (a) modulating wave; (b) carrier wave; (c) modulated wave
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1.3.4 Combined modulation methods
Digital signals are often modulated on to a radio carrier using both phase and amplitude
modulation. For example, an eight level coded digital signal can be modulated on to a
carrier by using distinct 90° phase changes and two amplitude levels. This is shown
diagrammatically in Figure 1.7 where eight different signals, points A to H, are encoded on
to a radio carrier. This method is also known as quadrature amplitude modulation (QAM).

1.3.5 Summary of modulation systems
In this section, we have shown you four methods by which information signals can be
modulated on to a radio carrier.

1.4 Radio wave propagation techniques

1.4.1 Properties of electromagnetic waves
In Figure 1.8 we show the case of a radio generator feeding energy into a load via a two
wire transmission line. The radio generator causes voltage and current waves to flow
towards the load. A voltage wave produces a voltage or electric field. A current wave
produces a cuurent or magnetic field. Taken together these two fields produce an electro-
magnetic field which at any instant varies in intensity along the length of the line.

The electromagnetic field pattern is, however, far from stationary. Like the voltage 
on the line, it propagates from end to end with finite velocity which – for an air spaced
line – is close to the velocity of light in free space.9 The flow of power from source to

Radio wave propagation techniques 9

9 Strictly speaking ‘free space’ is a vacuum. However, the velocity of propagation of electro-magnetic waves
in the atmosphere is practically the same as that in a vacuum and is approximately 3 × 108 metres per second.
Wavelength (λ) is defined as the ratio, velocity/frequency.

Fig. 1.7 An eight level coded signal modulated on to a radio carrier
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load is then regarded as that of an electromagnetic wave propagating between the
conductors.

The equivalence between the circuit and field descriptions of waves on transmission
lines is demonstrated by the fact that at any point in the electromagnetic field the instan-
taneous values of the electric field (E ) (volts/metre) and the magnetic field (H)
(amperes/metre) are related by

E(V/m)
———— = Z0 (ohms) (1.7)
H(A/m)

where Z0 is the characteristic impedance of the transmission line.10 It can also be 
shown that both approaches give identical results for the power flow along a matched
line.

In the two wire transmission line shown in Figure 1.8, the parallel conductors produce
electromagnetic fields which overlap and cancel in the space beyond the conductors. The
radio frequency energy is thus confined and guided by the conductors from the source to
its destination. If, however, the conductor spacing is increased so that it becomes com-
parable with the wavelength of operation the line will begin to radiate r.f. energy to its
surroundings. The energy is lost in the form of free-space electromagnetic waves which
radiate away from the line with the velocity of light.

The 19th century mathematician James Clerk Maxwell was the first to recognise that
electromagnetic waves can exist and transport energy quite independently of any system
of conductors. We know now that radio waves, heat waves, visible light, X-rays are all
electromagnetic waves differing only in frequency. Figure 1.9 shows the range of frequen-
cies and the regions occupied by the different types of radiation. This is known as the elec-
tromagnetic spectrum.

10 Basic features of radio communication systems

10 Transmission lines have impedances because they are constructed from physical components which have
resistance, self inductance, conductance and capacitance.

Fig. 1.8 Energy propagation in a transmission line

Fig. 1.9 The electromagnetic frequency spectrum
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1.4.2 Free-space radiation

Introduction
At operational frequencies, where the operational wavelengths are comparable in size to
circuit components,11 any circuit consisting of components connected by conductors will
tend to act as an imperfect transmission line. As a result, there will always be some loss of
r.f. energy by way of radiation. In other words, the circuit will tend to behave like a crude
radio transmitter antenna.

It follows that for minimal radiation, components should be small with respect to their
operational wavelengths. Conversely, if radiation is desired, then the physical components
should be large, approximately 1/4 wavelength for optimum radiation. This is why anten-
nas are physically large in comparison with their operational wavelength.

Energy radiates from an r.f. source or transmitter in all directions. If you imagine a
spherical surface surrounding the transmitter, then the interior of the surface would be
‘illuminated’ with radiated energy, just like the inside of a globular lamp-shade. The illu-
mination is not necessarily uniform, however, since all transmitters are, to some extent,
directional.

If the r.f. source is sinusoidal, then the electric and magnetic fields will also be varying
sinusoidally at any point in the radiation field. Now it is difficult to depict a propagating elec-
tromagnetic field but some of its important properties can be identified. To do this we
consider propagation in a particular direction on a straight line connecting a transmitter to a
distant receiver as shown in Figure 1.10. You will see that this line coincides with the z-direc-
tion in Figure 1.10. Measurements at the radio receiver would then indicate that the oscillat-
ing electric field is acting all in one direction, the x-direction in Figure 1.10. The magnetic
field is in-phase with the electric field but acts at right-angles to the electric field, in the y-
direction. The two fields are thus at right-angles to each other and to the direction of propa-
gation. An electromagnetic wave with these characteristics is known as a plane wave.

Radio wave propagation techniques 11

11 Generally taken to be the case when the operational wavelength is about 1/20 of the physical size of compo-
nents.

Fig. 1.10 Electric and magnetic field directions for an electromagnetic wave propagating in the z-direction

Da Silva Part 1  16/2/1 11:23 am  Page 11



Polarisation
Provided there is no disturbance in the propagation path, the electric and magnetic field
orientations with respect to the earth’s surface will remain unchanged. By convention, the
orientation of the electric field with respect to the earth’s surface is called the polarisation
of the electromagnetic wave. If the electric field is vertical, the wave is said to be verti-
cally polarised; if horizontal, the wave is horizontally polarised. A wave is circularly
polarised if its electric field rotates as the wave travels. Circular polarisation can be either
clockwise or anti-clockwise.

Polarisation is important because antennas must be mounted in the correct plane for
optimum signal reception.12 Terrestrial broadcasting stations tend to use either vertical or
horizontal polarisation. Satellite broadcasting stations use circular polarisation. The polar-
isation of a wave is sometimes ‘twisted’ as it propagates through space. This twisting is
caused by interfering electric or magnetic fields. It is particularly noticeable near steel-
structured buildings where aerials are mounted at odd angles to the vertical and horizontal
planes to compensate for these effects.

Field strength
The strength of a radio wave can be expressed in terms of the strength of its electric
field or by the strength of its magnetic field. You should recall that these are measured
in units of volts per metre and amperes per metre respectively. For a sinusoidally vary-
ing field it is customary to quote r.m.s. values Erms and Hrms. What is the physical
significance of Erms? This is numerically equal to the r.m.s. voltage induced in a
conductor of length 1 m when a perpendicular electromagnetic wave sweeps over the
conductor with the velocity of light.

As stated earlier, the electric and magnetic fields in a plane wave are everywhere in
phase. The ratio of the field strengths is always the same and is given by

This ratio is called the free-space wave impedance. It is analogous to the characteristic
impedance of a transmission line.

Example 1.1
The electric field strength at a receiving station is measured and found to have an r.m.s
value of 10 microvolts/m. Calculate (a) the magnetic field strength; (b) the amount of
power incident on a receiving aerial with an effective area of 5 m2.

Given: Electric field strength = 10 microvolts/m.
Required: (a) Magnetic field strength, (b) incident power on a receiving aerial with effec-
tive area of 5 m2.

12 Basic features of radio communication systems

12 You can see this effect by looking at TV aerials mounted on houses. In some districts, you will see aerials
mounted horizontally whilst in other areas you will find aerials mounted vertically. As a general rule, TV broad-
casting authorities favour horizontal polarisation for main stations and vertical polarisation for sub or relay
stations.

electric field strength V m

magnetic field strength A m
rms

rms

E

H

( )

( )
= 377Ω (1.8)
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Solution. Using equation 1.8

(a) Hrms = 10 µV/m/377 Ω = 2.65 × 10–8 A/m
(b) Power density is given by

Erms × Hrms = 10 × 10–6 × 2.65 × 10–8 W/m2 = 2.65 × 10–13 W/m2

This is the amount of power incident on a surface of area 1 m2. For an aerial with area
5 m2, the total incident power will be

P = 2.65 × 10–13 W/m2 × 5 m2 = 1.33 pW

Power density
The product Erms × Hrms has the dimensions of ‘volts per metre’ times ‘amps per metre’,
giving watts per square metre. This is equivalent to the amount of r.f. power flowing
through one square metre of area perpendicular to the direction of propagation and is
known as the power density of the wave. The power density measures the intensity of the
‘illumination’ falling on a receiving aerial.

A plane wave expands outwards as it travels through space from a point source. As a
result, the power density falls off with increasing distance from the source. If you have
studied any optics then you will be familiar with the idea that the power density falls off
as the square of the distance from the source, i.e. 

where PD1, PD2 = power densities at distances D1 and D2 respectively.

Example 1.2
If the data in Example 1.1 applies to a receiver located 10 km from the transmitter, what
will be the values of E rms and H rms at a distance of 100 km?

Given: Data of Example 1.1 applied to a receiver at 10 km from transmitter.
Required: (a) E rms at 100 km, (b) Hrms at 100 km.

Solution. Using Equation 1.9 at a distance of 100 km, the power density will be reduced
by a factor (10/100)2 = 0.01, so power density = 2.65 × 10–15 W/m2. Now, power density
= Erms × Hrms and since Hrms = Erms/377 (Equation 1.7)

Hence

and

Hrms = 1 µV/m/377 Ω = 2.65 × 10–9 A/m

Radio wave propagation techniques 13
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Summary of propagation principles
Several important points have been established in Section 1.4.

• R.F. energy is radiated by way of travelling electric and magnetic fields which together
constitute an electromagnetic wave propagating in free space with the velocity of light.

• In a plane wave, the electric and magnetic fields vary in phase and act at right-angles to
each other. Both fields are at right-angles to the direction of propagation.

• The direction of the electric field determines the polarisation of a plane wave.
• At any point, the ratio of the electric and magnetic fields is the same and equal to the

wave impedance. This impedance is 377 W approximately.
• The product Erms × Hrms gives the power density of the wave.
• The power density falls off as the square of the distance from the r.f. source.
• To obtain optimum signal reception from free space a receiving aerial should be set for

the correct polarisation and be suitably located with regard to height and direction.

1.5 Antennas and aerials

1.5.1 Introduction
An antenna or aerial is a structure, usually made from good conducting material, that has
been designed to have a shape and size so that it will provide an efficient means of trans-
mitting or receiving electromagnetic signals through free space. Many of the principles
used in the construction of antennas can be easily understood by analogy to the headlamp
of your car (see Figure 1.11).

An isotropic light source is a light source which radiates light equally in all directions.
The radiation pattern from an isotropic light source can be altered by placing a reflecting
mirror on one side of the light source. This is carried out in car headlamps where a quasi-
parabolic reflecting mirror (reflector) is placed behind a bulb to increase the light intensity
of the lamp in the forward direction. The reflector has therefore produced a change in the
directivity of the light source. The increase or ‘gain’ of light intensity in the forward direc-
tion has been gained at the expense of losing light at the back of the lamp. This gain is not
a ‘true gain’ because total light energy from the lamp has not been increased; light energy
has only been re-directed to produce an intensity gain in the forward direction.

14 Basic features of radio communication systems

Fig. 1.11 Radiation patterns from a car headlamp: (a) top view; (b) side view
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The forward light intensity of a car lamp can be further improved by using one or more
lenses to concentrate its forward light into a main beam or main lobe. Again, this ‘gain’
in light intensity has been achieved by confining the available light into a narrower beam
of illumination; there has been no overall gain in light output from the bulb.

There are also optimum sizes and distances for the placement of reflectors and lenses.
These are dictated by the physical size of the bulb, the desired gain intensity of the main
beam or main lobe, the required width of the main beam and the requirement to suppress
minor or spurious light lobes which consume energy and cause unnecessary glare to on-
coming motorists.

A car headlamp (Figure 1.11) has two main light-emitting patterns; a horizontal pattern
and a vertical pattern. The horizontal pattern (Figure 1.11(a)) is a bird’s eye view of the
illumination pattern. A plot of the horizontal pattern is called a polar diagram. The verti-
cal or azimuth pattern (Figure 1.11(b)) is the pattern seen by an observer standing to one
side of the lamp. The vertical pattern is sometimes called the end-fire pattern. Both light
patterns must be considered because modern headlamp reflectors tend to be elliptical and
affect emitted light in the horizontal and vertical planes differently.

In the above description, light has been assumed to travel from bulb to free space but
the effect is equally true for light travelling in the opposite direction, i.e. the system is bi-
directional. It can be used either for transmitting light from the bulb or for receiving exter-
nal light at the point source usually occupied by the bulb filament. This can be easily
verified by shining an external light source through the lens and the reflector in the oppo-
site direction from which light had emerged, and seeing it converge on the bulb source.13

Many of the principles introduced above apply to antennas as well. Because of its bi-
directional properties, a radio antenna can be used for transmitting or receiving signals.

1.5.2 Radiating resistance
The relationship, power (watts) = (volts2/ohms), is used for calculating power loss in a circuit.
It is not always possible to apply this law directly to a radiating circuit because a physical
resistor does not always exist. Yet we cannot deny that there is a radiated power loss when a
voltage is applied across a radiating circuit. To overcome this problem, engineers postulate an
‘equivalent’ resistor to represent a physical resistor which would absorb the same radiated
power loss. This equivalent resistor is called the radiating resistance of the circuit.

The radiating resistance of an antenna should not be confused with its input impedance.
The input impedance is the value used when considering the connection of an antenna to
a transmission line with a specified characteristic impedance. Antennas are bi-directional
and it is not uncommon to use the same antenna for transmitting and receiving signals.

Example 1.3
A transmitter with an output resistance of 72 W and an r.m.s. output of 100 V is connected
via a matched line to an antenna whose input resistance is 72 W. Its radiation resistance is
also 72 W. Assuming that the antenna is 100% efficient at the operating frequency, how
much power will be transmitted into free space?

Antennas and aerials 15

13 If you have any doubts about the system being bi-directional, you should visit a lighthouse which uses a
similar reflector and lens system. Curtains must be drawn around the system during daylight hours because
sunlight acting on the system has been known to produce such high light and heat intensities that insulation melt-
down and fires have been caused.
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Given: Transmitter output = 100 V, transmitter output impedance = 72 Ω, antenna input
impedance = 72 Ω, radiation resistance = 72 Ω, antenna efficiency = 100%.
Required: Power radiated into free space.

Solution. The antenna has an input impedance Z in = 72 Ω and provides a matched termi-
nation to the 72 Ω line. The r.f. generator then ‘sees’ an impedance of 72 Ω, so the r.m.s.
voltage applied to the line will be 100/2 = 50 V. The amount of power radiated is calcu-
lated using

where R = 72 Ω is the radiation resistance. The radiated power is therefore 34.7 W. Notice
that, because in this case R = Z in, maximum power is radiated into free space.

1.5.3 The half-wave dipole antenna
Most antennas can be analysed by considering them to be transmission lines whose config-
urations and physical dimensions have been altered to present easy energy transfer from
transmission line to free space. In order to do this effectively, most antennas have physical
sizes comparable to their operational wavelengths.

Figure 1.12(a) shows a two wire transmission line, open-circuited at one end and
driven by a sinusoidal r.f. generator. Electromagnetic waves will propagate along the
line until it reaches the open-circuit end of the line. At the open-circuit end of the line,
the wave will be reflected and travel back towards the sending end. The forward wave
and the reflected wave then combine to form a voltage standing wave pattern on the line.
The voltage is a maximum at the open end. At a distance of one quarter wavelength from

16 Basic features of radio communication systems

Fig. 1.12 (a) Voltage standing-wave pattern on an open-circuited transmission line; (b) open-circuited line forming a
dipole

radiated power = 502

R
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the end, the voltage standing wave is at a minimum because the sending wave and the
reflected wave oppose each other. Suppose now that the wires are folded out from the λ/4
points, as in Figure 1.12(b). The resulting arrangement is called a half-wave dipole antenna.

Earlier we said that the electromagnetic fields around the parallel conductors overlap
and cancel outside the line. However, the electromagnetic fields along the two (λ/4) arms
of the dipole are now no longer parallel. Hence there is no cancellation of the fields. In
fact, the two arms of the dipole now act in series and are additive. They therefore reinforce
each other. Near to the dipole the distribution of fields is complicated but at a distance of
more than a few wavelengths electric and magnetic fields emerge in phase and at right-
angles to each other which propagate as an electromagnetic wave.

Besides being an effective radiator, the dipole antenna is widely used as a VHF and TV
receiving antenna. It has a polar diagram which resembles a figure of eight (see Figure
1.13). Maximum sensitivity occurs for a signal arriving broadside on to the antenna. In this
direction the ‘gain’ of a dipole is 1.5 times that of an isotropic antenna. An isotropic
antenna is a theoretical antenna that radiates or receives signals uniformly in all directions.

The gain is a minimum for signals arriving in the ‘end-fire’ direction. Gain decreases
by 3 dB from its maximum value when the received signal is ±39° off the broadside direc-
tion. The maximum gain is therefore 1.5 and the half-power beam-width is 78°. The input
impedance of a half-wave dipole antenna is about 72 Ω. It turns out that the input imped-
ance and the radiation resistance of a dipole antenna are about the same.

1.5.4 Folded dipole antenna
The folded dipole (Figure 1.14) is a modified form of the dipole antenna. The antenna is
often used for VHF FM receivers. The impedance of a folded λ/2 dipole is approximately
292 W. This higher input impedance is advantageous for two main reasons:

Antennas and aerials 17

Fig. 1.13 Polar pattern of a half-wave dipole
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• it allows easy connection to 300 W balanced lines.
• its higher impedance makes it more compatible for use in directive aerials (particularly

Yagi arrays) which will be described in Section 1.6.

1.5.5 The monopole or vertical rod antenna
The monopole or vertical rod antenna (Figure 1.15) is basically a coaxial cable14 whose
outer conductor has been removed and connected to earth. It is usually about λ/4 long
except in cases where space restrictions or other electrical factors restrict its length. At
high frequencies, the required λ/4 length is short and the antenna can be made self-
supporting by the use of hollow metal tubing. At low frequencies where a greater length is
required, the antenna is often supported by poles.

This antenna is favoured for use in low frequency transmitting stations, in portable radio
receivers, in mobile radio-telephones, and for use on motor vehicles because it has a circu-
lar polar receiving pattern, i.e. it transmits and receives signals equally well in all directions
around its circumference. This is particularly important in mobile radio-phones and in
motor vehicles because a motor vehicle may be moving in any direction with respect to a
transmitting station. To minimise interference from the engine of the vehicle and for

18 Basic features of radio communication systems

14 A typical example of a coaxial cable is the TV lead which connects your television set to the antenna.

Fig. 1.14 Folded dipole antenna

Fig. 1.15 Rod or monopole antenna
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maximum receiving height, rod aerials are frequently mounted on the roofs of vehicles.
These aerials are also often mounted at an angle of about 45° to the horizon to enable them
to be receptive to both horizontal and vertical polarisation transmissions.

1.5.6 Single loop antennas
Another type of antenna which is frequently used for TV reception is the single loop
antenna shown in Figure 1.16. This loop antenna usually has an electrical length equal to
approximately λ/2 at its operating frequency. It is popular with TV manufacturers because
it is comparatively cheap and easy to manufacture. The antenna’s input impedance is
approximately 292 Ω and it is easily coupled to 300 Ω balanced transmission lines. The
antenna is directive and has to be positioned for maximum signal pick-up.

1.5.7 Multi-loop antennas
At low frequencies, particularly at frequencies in the medium wave band where wave-
lengths are long, single loop λ/2 length antennas are not practical; multi-loop antennas
(Figure 1.17) are used instead. The multi-loop antenna can be reduced even further in size
if a ferrite rod is inserted within the loop.

The open-circuit voltage induced in multiple loop antennas can be calculated by making
use of Faraday’s Law of Electromagnetic Induction which states that the voltage induced
in a coil of n turns is proportional to the rate of change of magnetic flux linkage. For
simplicity in derivation, it will be assumed that the incident radiation is propagating along
the axis of the coil (see Figure 1.18).
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Fig. 1.16 Single loop antenna

Fig. 1.17 Multi-loop antenna
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Expressing Faraday’s Law mathematically,

where

e = open-circuit voltage in volts
n = number of turns on coil
dφ/dt = rate of change of magnetic flux linkage (φ = webers and t = seconds)

Some fundamental magnetic relations are also required. These include:

total flux φ = flux density (B) per unit area × area (A)

or

By definition flux density in air cored coil is given by

free-space permeability (µ0) × magnetic field strength (H)

or
Suppose that the incident wave has a magnetic field strength

H = Hmax sin ωt (1.13)

where ω is the angular frequency of the r.f. signal. Then substituting Equations 1.12 and
1.13 in Equation 1.11 yields

Taking the rate-of-change15 in Equation 1.14, then the induced voltage is

( )Btesla

20 Basic features of radio communication systems

15 If you do not know how to differentiate to get the rate of change of a value, then please refer to a maths
book.

Fig. 1.18 Multi-looped antenna aligned for maximum flux linkage
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For a coil with a ferrite core, the flux density is increased by the relative effective perme-
ability (µr), giving

You will see that the ferrite core has increased the effective area of the coil by a factor µr.
Ferrite cores with effective relative permeabilities of 100–300 are readily available but
even with these values, the effective area of the aerial is relatively small when compared
with a λ/2 aerial length. The ferrite rod aerial is therefore very inefficient when compared
to an outdoor aerial but it is popular because of its convenient size and portability. At
medium wave frequencies, the inherent poor signal pick-up is acceptable because broad-
cast stations radiate large signals.

In the foregoing derivation, it has been assumed that the magnetic field has been cutting
the coil along its axis. Occasions arise when the incident magnetic field arrives at an angle
a with respect to the axis of the coil. This is shown in Figure 1.19. In this case the effec-
tive core area is reduced by cos a, and the induced voltage becomes

This expression shows that the induced open-circuit voltage, e, is dependent on the axial
direction of the aerial coil with respect to the direction of the propagation. It is maximum
when cos a = 1, i.e. a = 0°, and minimum when cos a = 0, i.e. a = 90°. This explains why
it is necessary to position a loop aerial to receive maximum signal from a particular broad-
casting station and this is done in a portable radio receiver by orienting its direction.

The above reasons apply equally well to ferrite rod aerials and for these cases we have
an induced voltage

If the magnetic field strength is given as an r.m.s. value (Hrms), then the r.m.s. value of the
induced voltage is

Finally, ferrite aerials are seldom used at the higher frequencies because ferrite can be
extremely lossy above 10 MHz.
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Fig. 1.19 H field arriving at an angle α

e n AH t= ωµ µ ω0 r max cos

e n AH t= ωµ ω α0 max cos cos

e n AH t= ωµ µ ω αr max0 cos cos

e n AHrms r rms= ωµ µ α0 cos

(1.16)

(1.17)

(1.18)

(1.19)
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Example 1.4
A coil of 105 turns is wound on a ferrite rod with an effective cross-sectional area of 8 ×
10–5 m2. The relative permeability of the ferrite is 230 and the permeability of air is 4π ×
10–7 henry/m. The r.m.s. field strength is 10 µA/m. If the magnetic field is incident along
the axis of the coil and the frequency of operation is 1 MHz, what is the r.m.s. open-circuit
voltage induced in the coil?

Given: No. of coil turns = 105, effective cross-sectional area of ferrite rod = 8 × 10–5 m2,
relative permeability (µr) = 230, permeability of air (µ0) = 4π × 10–7 Henry/metre, r.m.s.
field strength = 10 µA/m, frequency = 1 MHz.
Required: r.m.s. open-circuit voltage induced in coil.

Solution. Using Equation 1.19

Broadcasting authorities tend to quote electric field strengths rather than magnetic field
strengths for their radiated signals. This creates no problems because the two are
related by the wave impedance formula given earlier as Equation 1.8. This is repeated
below:

Example 1.5
A coil of 100 turns is wound on a ferrite rod with an effective cross-sectional area of 8 ×
10–5 m2 . The relative permeability of the ferrite is 200 and the permeability of air is 4π ×
10–7 henry/m. The magnetic field is incident at an angle of 60° to the axis of the coil and
the frequency of operation is 1 MHz. If the electric field strength is 100 µV/m, what is the
r.m.s. open-circuit voltage induced in the coil?

Given: No. of coil turns = 105, effective cross-sectional area of ferrite rod = 8 × 10–5

m2, relative permeability (µr) = 200, permeability, of air (µ0) = 4π × 10−7 henry/metre,
incidence of magnetic field = 60°, frequency = 1 MHz, electric field strength = 100
µV/m.
Required: Open-circuit voltage (erms). 

Solution. Substituting Equation 1.8 in Equation 1.19 yields

22 Basic features of radio communication systems
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1.6 Antenna arrays

1.6.1 Introduction
Antenna arrays are used to shape and concentrate energy in required patterns. One of the
more common domestic arrays is the Yagi-Uda array used for the reception of television
signals.

1.6.2 Yagi-Uda array
The Yagi-Uda aerial array shown in Figure 1.20 is one of the most commonly used antenna
arrays. It is used extensively for the reception of TV signals and can be seen on the roofs of
most houses. The Yagi array is an antenna system designed with very similar principles to
the car headlamp system described in Section 1.5.1. Its main elements are a folded dipole, a
reflector, and directivity elements which serve as ‘electrical lenses’ to concentrate the signal
into a more clearly defined beam. The number of directors per array varies according to the
gain required from the aerial. The length of directors and the spacing between them are also
dependent on the number of elements used in the array. In general, gain increases with the
number of directors, but greater gain needs more careful alignment with the transmitting
station and requires that the antenna be more sturdily mounted otherwise its pointing direc-
tion will waver in high winds which can cause fluctuations in the received signal strength.

The Yagi array is usually designed to be connected to a 75 W transmission line.16 Yagi
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16 Earlier on, we said that the impedance of a folded dipole aerial was 292 W, yet now we say that this antenna
is designed to operate with a 75 W system. This apparent discrepancy arises because the use of reflector and direc-
tors loads the folded dipole and causes its impedance to fall. Judicious director spacing is then used to set the
array to the required impedance.

Fig. 1.20 Yagi-Uda array: (a) physical arrangement;(b) radiation pattern
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arrays suitable for operation over the entire TV band can be obtained commercially, but
these broadband arrays are usually designed to ‘trade off’ bandwidth against aerial gain.
Broadband Yagi arrays are extremely useful for mobile reception where minimum space
and convenience are of importance. (You often see them on top of mobile caravans.)
Domestic Yagi arrays are usually designed to provide greater gain but with a more
restricted operational frequency band. The latter is not a disadvantage because TV stations
operating from a common transmitting site confine their broadcasts to well defined
frequency bands. The common practice for domestic Yagi arrays17 is to use three or more
designs (scaled in size) to provide reception for the complete TV band.

Typical values for Yagi arrays operating in the TV band are shown in Table 1.1. These
figures have been taken from a well known catalogue but some of the terms need expla-
nation.

• ‘Number of elements’ means the total number of directors, folded dipoles and reflectors
used in the array. For example, if the number of elements in an array is 10, the array
includes eight directors, one folded dipole and one reflector.

• ‘Forward gain’ is the maximum ‘gain’ which the antenna can provide with respect to an
isotropic aerial. A maximum aerial gain of 10 dB means that the antenna will provide 10
times the ‘gain’ you would get from an isotropic aerial when the array is pointed in its
maximum gain direction.

• ‘Front to back ratio’ is the difference in gain between the direction of maximum antenna
gain and the minimum direction of gain which is usually in the opposite direction. This
ratio is important because it provides a measure of how the array behaves towards inter-
fering signals arriving from different directions. It is particularly useful in confined areas
such as cities where interfering signals ‘bounce’ off high buildings and interfere with a
strong desired signal. In such cases, it is often better to select an antenna with a large
front to back ratio to provide rejection to the interfering signal than trying to get maxi-
mum antenna gain.

• ‘Acceptance angle’ is the beamwidth angle in degrees where antenna gain remains
within 3 dB of its stated maximum gain. An acceptance angle of 20° and a maximum
array gain of 10 dB means that for any signal arriving within ±10° of the maximum
gain direction the antenna will provide at least (10 – 3) dB, i.e. 7 dB of gain. However,
you should be aware that the acceptance angle itself is not accurate and that it can vary
by ±3° as well.

24 Basic features of radio communication systems

17 There is a class of Yagi arrays known as Log Periodic Yagis. These have greater bandwidths because the
directors are spaced differently. They do cover the entire TV bands but their gain is a compromise between
frequency bandwidth and gain.

Table 1.1 Typical values for Yagi arrays operating in the TV band

No. of elements Forward gain Front/back ratio Acceptance angle
(±0.5 dB) (± 2 dB) (±3°)

10 12 27 21
13 13 28 19
14 17 30 14
21 19 31 12
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The values given in the table are representative of the middle range of commercially
available Yagi arrays. The figures quoted above have been measured by manufacturers
under ideal laboratory conditions and proper installation is essential if the specification is
to be achieved in practice.

1.7 Antenna distribution systems

Occasions often arise where it is desired to have one antenna supply signal to several tele-
vision and radio receivers. A typical example is that of an apartment block, where a single
aerial on the roof supplies signals to all the apartments. Another possible use for such a
system is in your own home where you would like to distribute signals to all rooms from
a single external aerial. In such cases, and for maximum efficiency, an aerial distribution
system is used. There are many ways of designing such a system but before discussing
them, it is best to understand some of the terms used.

1.7.1 Balanced and unbalanced systems
Examples of balanced and unbalanced aerials and distribution lines are shown in Figures
1.21 and 1.22. You should refer to these figures while you are reading the descriptions
given below.

A balanced antenna (Figure 1.21(a) and (b)) is an aerial which has neither conductor
connected directly to earth; it is balanced because the impedance between earth and each
conductor is the same. A folded dipole is a typical example of a balanced antenna because
the impedance from each end of the antenna to earth is equal and balanced. An unbalanced
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Fig. 1.21 Balanced antenna system and (a) balanced distribution system; (b) unbalanced distribution system

Da Silva Part 1  16/2/1 11:24 am  Page 25



antenna (Figure 1.22(a) and (b)) is an aerial which has one of its conductors connected
directly to earth. The impedance between earth and each conductor is not the same. A
monopole aerial is a typical example of an unbalanced aerial because its other end (see
Figure 1.15) is connected to earth.

A balanced line (Figure 1.21(a) and (b)) is a transmission line where the impedance
between earth and each conductor is identical. A twin pair cable is an example of a
balanced line because the impedance between earth and each conductor is the same. An
unbalanced line (Figures 1.22(a), 1.22(b) is a transmission line where the impedance
between earth and each conductor is not equal. A coaxial cable is an example of an unbal-
anced line because the impedance between earth and the outer shield is different to the
impedance between earth and the inner conductor.

The key to the connections in Figures 1.21 and 1.22 is the balanced/unbalanced trans-
former. These transformers are carefully wound to produce maximum energy transfer by
magnetic coupling. Coil windings are designed to have minimum self-capacitance, mini-
mum inter-winding capacitance and minimum capacity coupling between each winding
and earth. No direct connection is used between input and output circuits. The above
conditions are necessary, otherwise balanced circuits will become unbalanced when parts
of the circuit are connected together. The balanced/unbalanced transformer is bi-direc-
tional; it can be used to pass energy in either direction.

As the operational frequencies become higher and higher (above 2 GHz), it becomes
increasingly difficult to make such a good transformer and a transformer is simply not used
and antennas and transmission lines are connected directly. In such cases, the systems
resolve to either an unbalanced antenna and distribution system or a balanced antenna and
distribution system. The unbalanced system is almost always used because of convenience
and costs.
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Fig. 1.22 Unbalanced antenna system and (a) unbalanced distribution system; (b) balanced distribution system
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1.7.2 Multi-point antenna distribution systems
In the design of antenna distribution systems, transmission lines connecting signal distribution
points must function efficiently; they must carry signal with minimum loss, minimum inter-
ference and minimum reflections. Minimum loss cables are made by using good conductivity
materials such as copper conductors and low loss insulation materials. Minimum interference
is obtained by using coaxial cables whose outer conductor shields out interference signals.
Reflections in the system are minimised by proper termination of the cables. For proper termi-
nation and no reflections in the system, two conditions must be fulfilled:

• the antenna and cable must be terminated in its characteristic impedance Z0;
• the source impedance (Zs) feeding each receiver must be matched to the input imped-

ance of the receiver (Zin), i.e. Zs = Zin, otherwise there will be signal reflections and
minimum cable transmission loss will not be obtained.

In Figure 1.23, an aerial of characteristic impedance (Z0) is used to feed a transmission
(TX) line with a characteristic impedance Z0. The output of the line is fed to a number (n)
of receivers, each of which is assumed to have an input impedance (Zin) equal to Z0. Resis-
tors R represent the matching network resistors which must be evaluated to ensure prop-
erly terminated conditions.

For the system to be properly terminated, it is essential that the aerial and cable system
be terminated with Z0, i.e. the impedance to the right of the plane ‘AE’ must present an
impedance Z0 to the antenna and cable system. It is also essential that each receiver be
energised from a source impedance (Zs) matched to its own input impedance (Zin), i.e. Zs
= Zin. For ease of analysis we will assume the practical case, Zs = Zin = Z0.

Now for the transmission line in Figure 1.23 to be properly terminated:

R + [R + Z0]/n = Z0

Multiplying both sides by n:

nZ0 = nR + R + Z0

Collecting and transposing terms gives:

(n – 1)
R = ——— Z0 (1.20)

(n + 1)
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Fig. 1.23 Aerial distribution system for n receivers, each with an input impedance of Zin
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This equation is all we need to calculate the value of the matching resistors in Figure
1.23.

Example 1.6
A 75 W aerial system is used to supply signals to two receivers. Each receiver has an input
impedance of 75 W. What is the required value of the matching resistor?

Given: 75 W aerial system, input impedance of each receiver = 75 Ω, no. of receivers = 2.
Required: Value of matching resistor.

Solution. Using Equation 1.20 with n = 2, we obtain

(n – 1) (2 – 1)
R = ——— Z0 = ——— 75 = 25 W

(n + 1) (2 + 1)

Example 1.7
A 50 W aerial receiving system is to be used under matched conditions to supply signal to
four receivers, each of input impedance 50 W. If the configuration shown in Figure 1.23 is
used, calculate the value of the resistor, R, which must be used to provide matching condi-
tions.

Given: 50 Ω aerial system, input impedance of each receiver = 50 Ω, no. of receivers = 4.
Required: Value of matching resistor.

Solution. From Equation 1.20

(n – 1) (4 – 1)
R = ——— Z0 = ——— 50 = 30 W

(n + 1) (4 + 1)

From the answers above, it would appear that an aerial system can be matched to any
number of receivers. This is true only within limits because the signal level supplied to
individual receivers decreases with the number of distribution points. With large numbers
of receivers, network losses become prohibitive.

Transmission losses associated with the matching network of Figure 1.23 can be calculated
by reference to Figure 1.24. The network has been re-drawn for easier derivation of circuit
losses but Z0, R and n still retain their original definitions.
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Fig. 1.24 Calculating the signal loss in an antenna distribution system
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In Figure 1.24

Voc = open-circuit source voltage from the aerial
Vce = terminated voltage at an intermediate point in the network
Vout = terminated voltage at the input to a receiver

By inspection

Therefore

Using Equation 1.20 and substituting R = [(n – 1)/(n + 1)]Z0 in the above equation

Transposing, we find that

or

(1.22)

Example 1.8
A broadcast signal induces an open-circuit voltage of 100 µV into a rod aerial. The aerial
system has a characteristic impedance of 50 Ω and it is used to supply signal to three iden-
tical receivers each of which has an input impedance of 50 Ω. If the matching network type
shown in Figure 1.23 is used, calculate (a) the value of the resistance (R) required for the
matching network and (b) the terminated voltage appearing across the input terminals of
the receiver.
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Given: 50 Ω aerial system, input impedance of each receiver = 50 Ω, no. of receivers = 3,
open-circuit voltage in aerial = 100 µV.
Required: (a) Value of matching resistor, (b) terminated voltage at receiver input termi-
nal.

Solution

(a) For the matching network of Figure 1.23

(b) Using Equation 1.20

1.7.3 Other aerial distribution systems
The matching network shown in Figure 1.23 is only one type of matching network. Figure
1.25 shows a commercially available matching network for two outlets. This network is
sometimes called a two way splitter because it splits the signal from a single input port
into two output ports. The circuit has been designed for low insertion loss and it does this
by trading off proper matching against insertion loss.

Example 1.9
Figure 1.25 shows a commercially available 75 Ω matching network. Calculate: (a) the
ratio Vout/Voc when all ports are each terminated with 75 Ω, (b) the input impedance to the
matching network when the output ports are each terminated with 75 Ω and (c) the source
impedance to either receiver when the remaining ports are each terminated in 75 Ω.

Given: 75 Ω network splitter of Figure 1.25 with 75 Ω terminations.
Required: (a) Ratio Vout/Voc, (b) input impedance of matching network, (c) source
impedance to either receiver.

Solution. By inspection:

75 (43 + 75)/2
(a) Vout = ———— × ——————— × Voc = 0.28

43 + 75 (43 + 75)/2 + 75
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Fig. 1.25 Two way splitter
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(b) input impedance to the network = (43 + 75)/2 = 59 W

(43 + 75)(75)
(c) receiver source impedance = 43 + ——————— = 89 W

(43 + 75) + (75)

From the answers to Example 1.9, it can be seen that the insertion loss is slightly reduced
but this has been carried out at the expense of system match. The manufacturer is fully
aware of this but relies on the fact that the reflected signal will be weak and that it will not
seriously affect signal quality. The manufacturer also hopes that the cable system will be
correctly matched by the antenna and that any reflections set up at the receiver end will be
absorbed by the hopefully matched antenna termination to the cable system. This design
is popular because the installation cost of an additional resistor is saved by the manufac-
turer.

1.7.4 Amplified antenna distribution systems
Amplified aerial distribution systems are aerial distribution systems which incorporate
amplifiers to compensate for signal transmission, distribution and matching losses. Two
systems will be discussed here. The first concerns a relatively simple distribution system
where indoor amplifiers are used. The second system deals with a more elaborate system
using amplifiers mounted on the aerial (masthead amplifiers) to compensate for distribu-
tion and matching losses.

1.7.5 Amplified aerial distribution systems using amplifiers
The block diagram of an amplified aerial distribution system using an amplifier is shown
in Figure 1.26. This system is often used in domestic environments. Outdoor aerials
provide the incoming signals, UHF for TV and/or VHF for FM-radio to the input of an
amplifier. The gain of this amplifier is nominally greater than 10 dB but this varies accord-
ing to the particular amplifier used. The amplifier is usually placed on the antenna mast-
head or near the aerial down-lead cables and a power supply point in the attic.
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Fig. 1.26 Antenna amplifier distribution network
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Output signals from the amplifier are fed into matching networks for distribution to
individual terminals. To save cabling costs, both UHF and VHF signals are often carried
on the same cables. Filters (a high pass filter for UHF and a low pass filter for VHF) are
installed at individual terminals to feed the signals to their designated terminals.

The main advantage of such a system is that it is relatively easy to install especially if
wiring for the distribution already exists. It also compensates for signal loss in the distrib-
ution network. The amplifier casing is relatively cheap when the amplifier is used indoors
as it does not have to be protected from extreme weather conditions. The main disadvan-
tage of indoor mounting is that signals are attenuated by the aerial down-lead cables before
amplification. This signal loss decreases the available signal before amplification and
therefore a poorer signal-to-noise ratio is available to the distribution points than if the
amplifier was to be mounted on the masthead.

1.8 Radio receivers

1.8.1 Aims
The aims of this section are to introduce you to:

• the tuned radio frequency receiver
• the superhet receiver
• the double superhet receiver
• selectivity requirements in receivers
• sensitivity requirements in receivers
• concepts of signal-to-noise and sinad ratios
• noise figures of receivers

1.8.2 Objectives
After reading this section you should be able to understand:

• the basic principles of tuned radio frequency receivers
• the basic principles of superhet receivers
• the basic principles of satellite receivers
• the concepts of selectivity
• the concepts of sensitivity
• the concepts of signal-to-noise and sinad ratios
• the concepts of noise figures

1.8.3 Introduction
Radio receivers are important because they provide a valuable link in communications and
entertainment. Early receivers were insensitive, inefficient, cumbersome, and required
large power supplies. Modern designs using as little as one integrated circuit have 
overcome most of these disadvantages and relatively inexpensive receivers are readily
available.

32 Basic features of radio communication systems

Da Silva Part 1  16/2/1 11:24 am  Page 32



1.8.4 Fundamental radio receiver requirements
In the AM medium wave band, broadcasting stations transmit their signals centred on
assigned carrier frequencies. These carrier frequencies are spaced 9 kHz apart from each
other as in Figure 1.27 and range from 522 kHz to 1620 kHz. The information bandwidth
allocated for each AM transmission is 9 kHz. This means that modulation frequencies
greater than 4.5 kHz are not normally used. To receive information from a broadcast
signal, an AM broadcast receiver must be tuned to the correct carrier frequency, have a
bandwidth that will pass the required modulated signal, and be capable of extracting infor-
mation from the required radio signal to operate desired output devices such as loud-
speakers and earphones.

Discussions that follow pertain mainly to receivers operating in this band. This is not a
limitation because many of the principles involved apply equally well to other frequency
bands. When the need arises, specific principles applying to a particular frequency band
will be mentioned but these occasions will be clearly indicated.

1.9 Radio receiver properties

A radio receiver has three main sections (see Figure 1.28).

• A radio frequency section to select and if necessary to amplify a desired radio
frequency signal to an output level sufficient to operate a demodulator.

• A demodulator section to demodulate the required radio signal and extract its modu-
lated information.

• A post-demodulation section to amplify demodulated signals to the required level to
operate output devices such as loudspeakers, earphones and/or TV screens.
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Fig. 1.27 Spacing of broadcast stations in the medium wave band

Fig. 1.28 Three main sections of a radio receiver
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1.9.1 Radio frequency section
A radio frequency section is designed to have the following properties.

Selectivity
Receiver selectivity is a measure of the ability of a radio receiver to select the desired
transmitted signal from other broadcast signals. An ideal selectivity response curve for an
AM broadcast receiver centred on a desired carrier frequency ( f0) is shown in Figure 1.29.
Two main points should be noted about the ideal selectivity response curve. First, it should
have a wide enough passband (9 kHz approx.) to pass the entire frequency spectrum of the
desired broadcast signal. Second, the passband should present equal transmission charac-
teristics to all frequencies of the desired broadcast signal. In addition, the bandwidth
should be no wider than that required for the desired signal because any additional band-
width will allow extraneous signals and noise from adjacent channels to impinge on the
receiver. Notice that the skirts of the ideal selectivity curve are vertical, so that the attenu-
ation of any signal outside the passband is infinitely high.

In practice, costs and stability constraints prevent the ideal selectivity response curve
from ever being attained and it is more rewarding to examine what is achieved by commer-
cial receivers.

An overall receiver selectivity response curve for a typical domestic transistor receiver
for the reception of AM broadcast signals is shown in Figure 1.30. In the table supplied
with Figure 1.30, you should note that the selectivity curve is not symmetrical about its
centre frequency. This is true of most tuned circuits because the effective working quality
factor (Qw) of components, particularly inductors, varies with frequency. Note also that the
3 dB bandwidth is only 3.28 kHz and that the 6 dB bandwidth points are approximately
4.82 kHz apart. The 60 dB points are 63.1 kHz apart.

Consider the case of a carrier signal (f0) modulated with two inner sideband frequen-
cies f1L, f1U (±1.64 kHz) and two outer sideband frequencies f2L, f2U (±2.4 kHz) away 
from the carrier. The frequency spectrum of this signal is shown in Figure 1.31(a). When
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Fig. 1.29 Ideal selectivity curve for an AM medium wave broadcast receiver
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this frequency spectrum is passed through a receiver with the selectivity response shown
in Figure 1.30, the inner sidebands f1L, f1U (±1.64 kHz) and the outer sidebands f2L, f2U
(±2.4 kHz) will suffer attenuations of 3 dB and 6 dB approximately with respect to the
carrier. (See the table in Figure 1.30.) The new spectrum of the signal is shown in Figure
1.31(b).

Comparison of Figures 1.31(a) and (b) shows clearly that amplitude distortion of the
sidebands has occurred but what does this mean in practice? If the transmitted signal had
been music, there would have been an amplitude reduction in high notes. If the transmit-
ted signal had been speech, the speaker’s voice would sound less natural.

From the above discussion, it should be noted that for good quality reproduction the
selectivity curve of a receiver should be wide enough to pass all modulation frequencies
without discriminatory frequency attenuation.

Adjacent channel selectivity
A graphical comparison of the selectivity curves of Figures 1.29 and 1.30 is shown in
Figure 1.32. From these curves, it can be seen that the practical selectivity curve does not
provide complete rejection of signals to stations broadcasting on either side of the desired
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Fig. 1.30 Typical selectivity curve of a commercial AM six transistor receiver

Fig. 1.31(a) Transmitted spectrum Fig. 1.31(b) Distorted spectrum
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response channel. The breakthrough of signal from adjacent channels into the desired
channel is known as adjacent channel interference.

Adjacent channel interference causes signals from adjacent channels to be heard in the
desired channel. It is particularly bad when strong adjacent channel signals are present
relative to the desired station. What does this mean in practice? It means that you will
obtain interference from the unwanted station. In a broadcast receiver, you often hear
signals from both channels simultaneously.

Broadcasting authorities minimise adjacent channel interference by forbidding other
transmitters situated near the desired station to broadcast on an adjacent channel. Stations
geographically distant from the desired station are allowed to operate on adjacent channels
because it is likely that their signals will have suffered considerable transmission loss by
the time they impinge on the desired channel.

Sensitivity
The sensitivity of a radio receiver is a measure of the modulated signal input level which
is required to produce a given output level. A receiver with good sensitivity requires a
smaller input signal than a receiver with poor sensitivity to produce a given output level.
The sensitivity of a small portable receiver (audio output rated at 250 mW) may be quoted
as 200 µV/m. What this means is that a modulated AM carrier (modulated with a 400 Hz
tone and with an AM modulation depth of 30%) will produce an audio output of 50 mW
under its maximum gain conditions when the input signal is 200 mV/m.

1.9.2 Signal-to-noise ratios
Any signal transmitted through a communications system suffers attenuation in the
passive (non-amplifying) parts of the system. This is particularly true for radio signals
propagating between transmitting and receiving aerials. Attenuation is compensated for
by subsequent amplification, but amplifiers add their own inherent internally generated
random noise to the signal. Noise levels must always be less than the required signal,
otherwise the required signal will be lost in noise. Some means must be provided to
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Fig. 1.32 A comparison between the ideal and practical selectivity curve
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specify the level of the signal above noise. This means is called the Signal-to-Noise
ratio. It is defined as:

S signal power
signal-to-noise ratio = — = —————— (1.23)

N     noise power

Notice that S/N is specified as a ratio of power levels.
An alternative way of specifying signal-to-noise ratios is to quote the ratio in decibels.

This is defined by Equation 1.24:

A strong signal relative to the noise at the receiver input is essential for good reception. In
practice, we require an S/N of 10–20 dB to distinguish speech, an S/N of 30 dB to hear
speech clearly, and an S/N of 40 dB or better for good television pictures.

Noise figure
Certain amplifiers have more inherent electrical noise than others. Manufacturers usually
produce a batch of transistors, then classify and name the transistors according to their
inherent electrical noise levels. The inherent noise produced by a transistor is dependent
on its general operating conditions, particularly frequency, temperature, voltage and oper-
ating current, and these conditions must be specified when its noise level is measured.
Engineers use the ratio term noise figure to specify noise levels in transistors.

Noise figure is defined as

(S/N)in
noise figure (N.F.) = [ ——— ] at 290 K (1.25)

(S/N)out

If a transistor introduces no noise, then its S/N at both the input and output is the same,
therefore from Equation 1.25, N.F. = 1 or in dB N.F. = 10 log 1 = 0 dB. Hence a ‘perfect’
or ‘noiseless’ amplifier has a noise figure of 0 dB. An imperfect amplifier has a noise
figure greater than 0 dB. For example an amplifier with a noise figure of 3 dB (= 2 ratio)
means that it is twice as bad as a perfect amplifier.

1.10 Types of receivers

There are many types of radio receivers. These include:

• tuned radio frequency receivers (TRF)
• superheterodyne receivers (superhets)
• double superheterodyne receivers (double superhets)

1.10.1 Tuned radio frequency receiver
A tuned radio frequency receiver (Figure 1.33) has three main sections, a radio frequency
amplifier section, a detector section, and an audio amplifier section.
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The radio frequency section consists of one or more r.f. amplifiers connected in
cascade.19 For efficient operation, all tuned circuit amplifiers must be tuned to exactly the
same broadcast frequency and to ensure that this is the case, all tuning adjusters are fixed
on to a common tuning shaft. Tuning capacitors which are connected in this manner are
said to be ‘ganged’ and two and three stage ganged tuning capacitors are common.

The detector is usually a conventional AM diode type detector. This type of detector is
usually a diode which detects the positive peaks of the modulated carrier and filters the r.f.
out, so that the remaining signal is the inital low frequency modulation frequency.

The audio section uses audio amplifiers which serve to amplify the signals to operate a
loudspeaker. This section is similar to the amplifier in your home which is used for play-
ing compact disks (CD) and cassettes.

Advantages
The main advantages of TRF receivers are that they are relatively simple, easy to construct,
and require a minimum of components. A complete TRF receiver can be constructed using
a single integrated circuit such as a ZN414 type chip.

Disadvantages
TRF receivers suffer from two main disadvantages, gain/bandwidth variations and poor
selectivity. The inevitable change of gain and bandwidth as the receiver is tuned through
its frequency range is due to changes in the selectivity circuits.

Circuit instability can be a problem because it is relatively easy for any stray or leaked
signal to be picked up by one of the many r.f. amplifiers in the receiver. R.F. signal can also
be easily coupled from one r.f. stage to another through the common power supply. To
minimise these risks, r.f. amplifiers are usually shielded and de-coupled from the common
power supply.

1.10.2 Superheterodyne receiver

Block diagram
A block diagram of a superheterodyne (commonly called superhet) receiver is shown in
Figure 1.34.

This receiver features an r.f. section which selects the desired signal frequency ( frf).
This signal is then mixed with a local carrier at frequency ( fo) in a frequency changer to
produce an intermediate frequency ( fif) which retains the modulated information initially

38 Basic features of radio communication systems

19 Here, cascade is meant to imply one amplifier following another amplifer and so on.

Fig. 1.33 Main sections of a tuned radio frequency receiver
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carried by frf. The intermediate frequency ( fif) then undergoes intensive amplification
(60–80 dB) in the intermediate frequency amplifiers to bring the signal up to a suitable
level for detection and subsequent application to the post-detection (audio) amplifiers.

Radio frequency amplifiers are sometimes included in the r.f. section in order to make
the noise figure of the receiver as small as possible. Frequency changers have compara-
tively larger noise figures (6–12 dB) than r.f. amplifiers.

The frequency of the local oscillator ( fo) is always set so that its frequency differs from
the desired frequency ( frf) by an amount equal to the intermediate frequency ( fif), i.e.

fo – frf = fif (1.26)

or

frf – fo = fif (1.27)

Equation 1.26 is more usual for medium-wave receivers. Typical tuning ranges for a
medium-wave receiver with fif = 465 kHz are 522–1620 kHz for frf and 987–2085 kHz for
fo.

Advantages
The main advantages of the superhet receiver are as follows.

• Better selectivity because fixed bandpass filters with well defined cut-off frequency points
can be used in the i.f. stages of a superhet. Filters and tuned circuits are also less complex
because they need only operate at one frequency, namely the intermediate frequency.

• In a superhet, tuning is relatively simple. A two ganged capacitor can be used to tune the
r.f. and oscillator sections simultaneously to produce the intermediate frequency for the
i.f. amplifiers.

• R.F. circuit bandwidths are not critical because receiver selectivity is mainly determined
by the i.f. amplifiers.

Disadvantages
The main disadvantages of superhets are as follows.

• Image channel interference is caused by the local oscillator (fo) combining with an
undesired frequency (fim) which is separated from the desired frequency (frf) by twice the
i.f. frequency (fif). Expressed mathematically
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Fig. 1.34 Block diagram of a superhet radio receiver
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fim = frf ± 2fif (1.28)

The term 2nd channel interference is another name for image channel interference.
Image channel interference is more easily understood by substituting some arbi-

trary values into Equations 1.26 and 1.27. For example, assume that the local oscil-
lator of a superhet is set to 996 kHz and that its intermediate frequency amplifiers
operate at 465 kHz. Then, either of two input frequencies, 996 – 465 = 531 kHz
(Equation 1.26) or  996 + 465 = 1461 kHz (Equation 1.27), will mix with the local
oscillator to produce a signal in the i.f. amplifiers. If the desired frequency is 
531 kHz, then the undesired frequency of 1461 kHz is 2( fif) or 930 kHz away, i.e. it
forms an image on the other side of the oscillator frequency. This condition is shown
graphically in Figure 1.35.

• There is the possibility that any strong signal or sub-harmonics of 465 kHz (fif) might
impinge directly on the i.f. amplifiers and cause interference.

• Any harmonic of the oscillator (fo) could mix with an unwanted signal to produce
unwanted responses. For example

2 × 996( fo) kHz – 1527 kHz = 465 kHz

The spurious responses stated above are minimised in superhets by using tuned circuits in
the r.f. section of the receiver to select the desired signal and to reject the undesired ones.
The local oscillator is also designed to be ‘harmonic free’.

1.10.3 Double superheterodyne receivers
A block diagram of a double conversion superhet used for receiving direct broadcast
signals (DBS) from satellites is shown in Figure 1.36. Direct broadcasting satellites for the
United Kingdom region transmit in the 11.6–12.4 GHz band. Each TV channel uses a 
26 MHz bandwidth.

The double superhet is basically a superhet receiver with two i.f. sections. The first i.f.
section operates at a much higher i.f. frequency than the second i.f. section. This choice is
deliberate because a higher 1st i.f. frequency gives better image channel rejection. You
have already seen this in the calculations of p. 40. The 2nd i.f. section is made to operate
at a lower frequency because it gives better adjacent channel selectivity.

In this receiver, the input signal, f1, is selected, mixed with a local oscillator carrier, fx,
and frequency translated to form the first i.f. frequency ( fif1). This signal is applied to the
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Fig. 1.35 Image response in superhet receivers
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1st i.f. amplifier section, then mixed with fo to produce a second intermediate frequency
(fif2) and amplified prior to detection and low frequency amplification.

In a typical direct broadcast satellite receiver, the first r.f. amplifier section operates in
the band 11.6–12.4 GHz. The first local oscillator ( fx) is operated at a fixed frequency of
10.650 GHz. The resultant first i.f. frequency bandwidth range is 950 to 1750 MHz and
is really the r.f. band translated to a lower frequency band. This i.f. is then amplified by
the first set of 1st i.f. amplifiers. All the foregoing action takes place in a masthead unit
which is mounted directly on the antenna. The total gain including r.f. amplification,
frequency conversion and i.f. amplification is about 55 dB. This high order of gain is
necessary to compensate for the losses which occur in the down-lead coaxial cable to the
satellite receiver which is situated within the domestic environment. The satellite receiver
treats the 1st i.f. frequency band (950–1750 MHz) as a tuning band and fo is varied to
select the required TV channel which is amplified by the 2nd i.f. section before signal
processing.

1.11 Summary

The main purpose of Chapter 1 has been to introduce you to the radio environment in your
home. The knowledge you have gained will assist you in understanding basic radio prop-
agation and reception principles. It will also help you to remedy some of the simpler radio
and TV problems which you are likely to encounter in your home.

In Sections 1.1–1.3, we started with the necessity for modulation and demodulation and
you were introduced to the basic principles of modulation, demodulation and radio prop-
agation. You should now understand the meaning of terms such as amplitude modulation
(AM), frequency modulation (FM), phase modulation (PM) and digital modulation.

In Section 1.4, you were introduced to radio propagation, wave polarisation, field
strength and power density of radio waves.
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Fig. 1.36 Block diagram of a double conversion superhet receiver
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In Sections 1.5 and 1.6, you learned about the properties of several antennas. These
included l/2 dipole, folded dipole, monopole, loop antennas and the Yagi-Uda array.

Section 1.7 dealt with various antenna distributions and matching systems.
In Section 1.8, you encountered some basic concepts concerning the reception of radio

signals. You should now be able to carry out simple calculations with regard to selectivity,
adjacent channel selectivity, sensitivity, S/N ratio and noise figure ratio as applied to radio
receivers.

Sections 1.9 and 1.10 described the main functions required in a radio receiver, and also
the main advantages and disadvantages of three basic radio receiver types, namely the
TRF, superhet and double superhet receivers. The first type is used in very simple
receivers, the second type is used extensively in domestic receivers and the last type is used
for direct broadcast reception from satellites.

You have now been provided with an overview of a basic radio communication system.
Having established this overview, we will now be in a position to deal with individual sub-
systems and circuits in the next chapters.

42 Basic features of radio communication systems
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2

Transmission lines

2.1 Introduction

At this stage, I would like to prepare you for the use of the software program called PUFF
which accompanies this book. PUFF (Version 2.1) is very useful for matching circuits, and
the design of couplers, filters, line transformers, amplifiers and oscillators. Figure 2.1
shows what you see when you first open the PUFF program. Figure 2.2 shows you how
the program can be used in the design of a filter. In Figure 2.1 you can see for yourself that

Fig. 2.1 PUFF 2.1 – blank screen (words in italics have been added for explanation)
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to understand and use the program, you must be familiar with Smith charts (top right hand
corner) and scattering or ‘s-parameters’ (top left hand corner), transmission lines and the
methods of entering data (F3 box) into the program. Within limits, the layout window (F1
box) helps to layout your circuit for etching.

2.1.1 Aims
We shall cover the basic principles of transmission lines in this part, and Smith charts and
s-parameters in Part 3. We will then be in a position to save ourselves much work and avoid
most of the tedious mathematical calculations involved with radio and microwave engi-
neering.

The main aims of this chapter are:

• to introduce you to various types of transmission lines;
• to explain their characteristic impedances from physical parameters;
• to provide and also to derive expressions for their characteristic impedances;
• to explain their effects on signal transmission from physical and electrical parameters;
• to explain and derive expressions for reflection coefficients;
• to explain and derive expressions for standing wave ratios;
• to explain and derive the propagation characteristics of transmission lines;
• to provide an understanding of signal distortion, phase velocity and group delay;

44 Transmission lines

Fig. 2.2 Bandpass filter design using PUFF
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• to show how transmission lines can be used as inductors;
• to show how transmission lines can be used as capacitors;
• to show how transmission lines can be used as transformers.

2.1.2 Objectives
This part is mainly devoted to transmission lines. Knowledge of transmission lines is
necessary in order to understand how high frequency engineering signals can be efficiently
moved from one location to another. For example, the antenna for your domestic TV
receiver is usually mounted on the roof and it is therefore necessary to find some means of
efficiently transferring the received signals into your house. In the commercial world, it is
not unusual for a radio transmitter to be situated several hundred metres from a mast-
mounted transmitting antenna. Here again, we must ensure that minimal loss occurs when
the signal is transferred to the antenna for propagation.

2.2 Transmission line basics

2.2.1 Introduction to transmission lines
In this discussion we shall start off using some basic terms which are easily understood
with sound waves. We will then use these terms to show that these properties are also
applicable to electrical transmission systems. Much of the explanation given in these
sections will be based on examples using sinusoids because they are easier to understand.
But this information applies equally well to digital waveforms because digital signals are
composed of sinusoid components combined in a precise amplitude and phase manner.
Therefore, it is vitally important that you do not form the mistaken idea that transmission
line theory only applies to analogue waveforms.

2.2.2 General properties of transmission systems
Transmission systems are used to transfer energy from one point to another. The energy
transferred may be sound power or electrical power, or digital/ analogue/optical signals or
any combination1 of the above.

One easy way of refreshing your memory about signal transmission is to imagine that
you are looking into a deep long straight tunnel with walls on either side of you. When you
speak, you propagate sound energy along a transmission path down the length of the
tunnel. Your voice is restricted to propagation along the length of the tunnel because walls
on either side act as waveguides.

Waves emerging directly from the sender are known as incident waves. As your vocal
cords try to propagate incident waves along the tunnel, they encounter an opposition or
impedance caused by the air mass in the tunnel. The impedance is determined by the
physical characteristics of the tunnel such as its width and height and the manner in which

Transmission line basics 45

1 For example, the coaxial cable connecting the domestic satellite receiver to the low noise amplifier on the
satellite dish often carries d.c. power up to the low noise amplifier, radio frequency signals down to the receiver,
and in some cases even digital control signals for positioning the aerial.
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it impedes air mass movement within the tunnel. This impedance is therefore called the
characteristic impedance (Z0) of the tunnel.

Bends or rock protrusions along the tunnel walls cause a change in the effective dimen-
sions of the tunnel. These discontinuities in effective dimensions can cause minor reflec-
tions in the signal propagation path. They also affect the characteristic impedance of the
transmission channel.

You should note that the walls of the tunnel do not take part in the main propagation of
sound waves. However, they do absorb some energy and therefore weaken or attenuate
the propagated sound energy. Amplitude attenuation per unit length is usually represented
by the symbol α.

Moss, lichen and shrubs growing on the walls will tend to absorb high frequency sound
better than low frequency sound, therefore your voice will also suffer frequency attenu-
ation. Frequency attenuation is known as dispersion.

There is also a speed or propagation velocity with which your voice will travel down
the tunnel. This velocity is dependent on the material (air mixture of gases), its density and
temperature within the tunnel. With sound waves, this velocity is about 331 metres per
second.

If the tunnel is infinitely long, your voice will propagate along the tunnel until it is totally
attenuated or absorbed. If the tunnel is not infinitely long, your voice will be reflected when
it reaches the end wall of the tunnel and it will return to you as an echo or reflected wave.
The ratio reflected wave/incident wave is called the reflection coefficient. You can prevent
this reflection if it were physically possible to put some good sound absorption material at the
end of the tunnel which absorbs all the incident sound. In other words, you would be creating
a matching termination or matched load impedance (ZL) which matches the propagation
characteristics of an infinitely long tunnel in a tunnel of finite length. The ratio of the
received sound relative to the incident sound is known as the transmission coefficient.

A signal travelling from a point A to another point B takes time to reach point B. This
time delay is known as propagation time delay for the signal to travel from point A to
point B. In fact, any signal travelling over any distance undergoes a propagation time
delay.

Time propagation delay can be specified in three main ways: (i) seconds, (ii) periodic
time (T) and (iii) phase delay. The first way is obvious, one merely has to note the time
in seconds which it has taken for a signal to travel a given distance. Periodic time (T) is an
interval of time; it is equal to [1/(frequency in Hz)] seconds. For example, if a 1000 Hz
sinusoid requires four periodic times (4T) to travel a certain distance, then the time delay
is 4 × (1/1000) seconds or four milliseconds. Phase delay can be used to measure time
because there are 2π radians in a period time (T). For the example of a 1000 Hz signal, a
phase delay of (4 × 2π) radians is equivalent to four periodic times (T) or four millisec-
onds. Phase delay per unit length is usually represented by the symbol (β). It is measured
in radians per metre.

Hence if we were to sum up propagation properties, there would be at least three prop-
erties which are obvious:

• attenuation of the signal as it travels along the line;
• the time or phase delay as the signal travels along the line;
• dispersion which is the different attenuation experienced by different frequencies as it

travels along a line.

46 Transmission lines
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Finally, if you walked along a tunnel which produces echoes, while a friend whistled at
a constant amplitude and pitch, you would notice the reflected sound interfering with the
incident sound. In some places, the whistle will sound louder (addition of incident and
reflected signal); in other places the whistle will sound weaker (subtraction of incident and
reflected signal). Provided your friend maintains the whistle at a constant amplitude and
pitch, you will find that louder and weaker sounds always occur at the same locations in
the tunnel. In other words, the pattern of louder and weaker sounds remains stationary and
appears to be standing still. This change in sound intensity levels therefore produces a
standing wave pattern along the length of the tunnel. The ratio of the maximum to mini-
mum sound is known as the standing wave ratio (SWR). It will be shown later that the
measurement of standing wave patterns is a very useful technique for describing the prop-
erties of transmission line systems.

In the above discussions, you have used knowledge gained from the university of life
to understand the definitions of many transmission line terms. These definitions are not
trivial because you will soon see that many of the above principles and terms also relate
to electrical transmission lines. In fact, if you can spare the time, re-read the above
paragraphs again just to ensure that you are fully cognisant of the terms shown in bold
print.

2.3 Types of electrical transmission lines

Many of the terms introduced in the last section also apply to electrical transmission lines.
However, you should be aware of the great difference in the velocity of sound waves (331
ms–1) and the velocity of electrical waves (3 × 108 ms–1 in air). There is also a great differ-
ence in frequency because audible sound waves are usually less than 20 kHz whereas radio
frequencies are often in tens of GHz. For example, satellite broadcasting uses frequencies
of about 10–12 GHz. Since wavelength = velocity/frequency, it follows that there will be
a difference in wavelength and that in turn will affect the physical size of transmission
lines. For example, the dimensions of a typical waveguide (Figure 2.3(a)) for use at
frequencies between 10 GHz and 15 GHz are A = 19 mm, B = 9.5 mm, C = 21.6 mm, D =
12.1 mm.

There are many types of transmission lines.2 These range from the two wire lines which
you find in your home for table lamps, and three wire lines used for your electric kettle.
Although these cables work efficiently at power frequencies (50~60 Hz), they become
very inefficient at high frequencies because their inherent construction blocks high
frequency signals and encourages radiation of energy.

2.3.1 Waveguides and coplanar waveguides
Other methods must be used and one method that comes readily to mind is the tunnel or
waveguide described in Section 2.2.2. This waveguide is shown in Figure 2.3(a). It works
efficiently as a high frequency transmission line because of its low attenuation and radia-
tion losses but it is expensive because of its metallic construction (usually copper). It is
also relatively heavy and lacks flexibility in use because special arrangements must be
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2 The term ‘transmission line’ is often abbreviated to ‘tx lines’.
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used to bend a transmission path. One variant of the waveguide is known as the coplanar
waveguide (Figure 2.3(b)).

2.3.2 Coaxial and strip lines
Another way of carrying high frequency signals is to use a coaxial transmission line simi-
lar to the one that connects your TV set to its antenna. The coaxial line is shown in Figure
2.4(a). This is merely a two wire line but the outer conductor forms a circular shield around
the inner conductor to prevent radiation.

One variation of the coaxial line appears as the strip line (Figure 2.4(b)). The strip line
is similar to a ‘flattened’ coaxial line. It has the advantage that it can be easily constructed
with integrated circuits.

2.3.3 Microstrip and slot lines
The microstrip line (Figure 2.5(a)) is a variant of the stripline with part of the ‘shield’
removed. The slot line (Figure 2.5(b)) is also a useful line for h.f. transmission.
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Fig. 2.3 (a) Metallic waveguide; (b) coplanar waveguide

Fig. 2.4 (a) Coaxial cable; (b) strip line
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2.3.4 Twin lines
In Figure 2.6, we show a sketch of a twin line carefully spaced by a polyethylene dielec-
tric. This is used at relatively low frequencies. This twin cable is designed to have a
characteristic impedance (Z0) of approximately 300 W and it is frequently used as a VHF
cable or as a dipole antenna for FM radio receivers in the FM band. The parallel wire line
arrangement of Figure 2.6 without a dielectric support can also be seen mounted on poles
as overhead telephone lines, overhead power lines, and sometimes as lines connecting high
power, low and medium frequency radio transmitters to their antennas.

All seven transmission lines shown in Figures 2.3–2.6 have advantages and disadvan-
tages. For minimum loss, you would use the waveguide, the coaxial line and the strip line
in integrated circuits. However, the latter two lines present difficulties in connecting exter-
nal components to the inner conductor. The coplanar waveguide is better in this respect and
finds favour in monolithic microwave integrated circuits (MMIC) because it allows easy
series and parallel connections to external electrical components. The microstrip line is
also useful for making series connections but not parallel connections because the only
way through to the ground plane is either through or around the edge of the substrate. This
is particularly true when a short circuit is required between the upper conductor and the
ground plane; holes have to be drilled through the substrate. Microstrip also suffers from
radiation losses. Nevertheless, microstrip can be made easily and conveniently and it is
therefore used extensively.
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Fig. 2.5 (a) Microstrip line; (b) slot line

Fig. 2.6 Twin parallel wire VHF cable
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2.3.5 Coupled lines
Coupled lines are lines which are laid alongside each other in order to permit coupling
between the two lines. One example of microstrip coupled lines is shown in the F1 layout
box of Figure 2.2 where three sets of coupled lines are used to couple energy from input
port 1 to output port 4.

2.4 Line characteristic impedances and physical parameters

The characteristic impedance of transmission lines is calculated in two main ways:

• from physical parameters and configuration;
• from distributed electrical parameters of the line.

Some relevant expressions for calculating the impedance of these lines from physical
parameters are given in the following sections.

2.4.1 Coaxial line characteristic impedance (Z0)

The expression for calculating the characteristic impedance of the coaxial transmission
line shown in Figure 2.4(a) is:

138           D
Z0 = —— log10 — (2.1)

��e           d

where

d = outer diameter of the inner conductor
D = inner diameter of the outer conductor
e = dielectric constant of the space between inner and outer conductor (e = 1 for air)

Example 2.1
You will often find two types of flexible coaxial cables: one with a characteristic imped-
ance Z0 of 50 W which is used mainly for r.f. instrumentation and the other has a charac-
teristic impedance of 75 W used mainly for antennas. The inner diameter of the outer
conductor is the same in both cables. How would you distinguish the impedance of the two
cables using only your eye?

Solution. In general, to save money, both cables are normally made with the same outer
diameter. This is even more evident when the cables are terminated in a type of r.f. connec-
tor known as BNC.3 Since these connectors have the same outer diameter, by using Equa-
tion 2.1 you can deduce that for Z0 = 75 W, the inner conductor will be smaller than that of
the 50 W cable. In practice, you will be able to recognise this distinction quite easily.

50 Transmission lines

3 BNC is an abbreviation for ‘baby N connector’. It is derived from an earlier, larger threaded connector, the
Type N connector, named after Paul Neill, a Bell Laboratories engineer. BNC uses a bayonet type fixing. There
is also a BNC type connector which uses a thread type fixing; it is called a TNC type connector.
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2.4.2 Twin parallel wire characteristic impedance (Z0)
The expression for calculating the characteristic impedance of the type of parallel trans-
mission line shown in Figure 2.6 is:

276             2D
Z0 ≈ —— log10 —— (2.2)

��e              d

where

d = outer diameter of one of the identical conductors
D = distance between the centres of the two conductors
e = relative dielectric constant = 1 for air

Example 2.2
The twin parallel transmission line shown in Figure 2.6 is separated by a distance (D) of
300 mm between the centre lines of the conductors. The diameter (d) of the identical
conductors is 4 mm. What is the characteristic impedance (Z0) of the line? Assume that the
transmission line is suspended in free space, i.e. e = 1.

Given: D = 300 mm, d = 4 mm, e = 1.
Required: Z0.

Solution. Using Equation 2.2

276           2D 276           2 × 300
Z0 ≈ —— log10 —— = —— log10 ———— ≈ 600 W

��1             d ��1 4

2.4.3 Microstrip line characteristic impedance (Z0)

Before we start, it is best to identify some properties that are used in the calculations on
microstrip. These are shown in Figure 2.7 where w = width of the microstrip, h = thick-
ness of the substrate, t = thickness of the metallisation normally assumed to approach zero
in these calculations, er = dielectric constant of the substrate. Note that there are two
dielectric constants involved in the calculations, the relative bulk dielectric constant er and
the effective dielectric constant ee. The effective dielectric is inevitable because some of
the electric field passes directly from the bottom of the strip width to the ground plane
whereas some of the electric field travels via air and the substrate to the ground plate.
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Fig. 2.7 (a) Microstrip line; (b) end view of microstrip line
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There are many expressions for calculating microstrip properties4 but we will use two
main methods. These are:

• an analysis method when we know the width/height (w/h) ratio and the bulk dielectric
constant (er) and want to find Z0;

• a synthesis method when we know the characteristic impedance Z0 and the bulk dielec-
tric constant (er) and want to find the w/h ratio and the effective dielectric constant (ee).

Analysis formulae
In the analysis case we know w/h and er and want to find Z0. The expressions which follow
are mainly due to H. Wheeler’s work.5

For narrow strips, i.e. w/h < 3.3

For wide strips, i.e. w/h > 3.3

Synthesis formulae
In the synthesis case we know Z0 and er and want to find w/h and ee.

For narrow strips, i.e. Z0 > (44 – 2er) W

where

and

Note: Equation 2.7 was derived under a slightly different changeover value of
Z0 > (63 – er) Ω.
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4 In practice these are almost always calculated using CAD/CAE programmes.
5 Wheeler, H.A. Transmission lines properties of parallel wide strips separated by a dielectric sheet, IEEE

Trans, MTT-13 No. 3, 1965.
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For wide strips, i.e. Z0 < (44 – 2er)Ω

where

59.95π2

de = ———— (2.9)
Z0���er

and under a slightly different value of Z0 > (63 – 2er )Ω

Equations 2.3 to 2.10 are accurate up to about 2 GHz. For higher frequencies, the effect of
frequency dependence of ee has to be taken into account. An expression often used to eval-
uate ee(ƒ) as frequency (ƒ) varies is

where h is in millimetres, ƒ is in gigahertz, and ee is the value calculated by either Equa-
tion 2.7 or 2.10.

Example 2.3
Two microstrip lines are printed on the same dielectric substrate. One line has a wider
centre strip than the other. Which line has the lower characteristic impedance? Assume that
there is no coupling between the two lines.

Solution. If you refer to Equation 2.3 and examine the h/w ratio, you will see that Z0
varies as a function of h/w. Therefore, the line with the lower characteristic impedance will
have a wider centre conductor.

As you can see for yourself, Equations 2.3 to 2.11 are rather complicated and should be
avoided when possible. To avoid these types of calculations, we have included with this book
a computer software program called PUFF. With this program, it is only necessary to decide
on the characteristic impedance of the microstrip or stripline which we require and PUFF will
do the rest. We will return to PUFF when we have explained the basic terms for using it.

Expressions also exist for calculating the characteristic impedance of other lines such
as the strip line, coplanar waveguide, slot line, etc. These are equally complicated but
details of how to calculate them have been compiled by Gupta, Garg and Chadha.6 There
is also a software program called AppCAD7 which calculates these impedances.
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6 Gupta, K.C., Garg, R. and Chadha, R., Computer-Aided Design of Microwave Circuits, Artech House Inc,
Norwood MA 02062 USA, ISBN: 0–89006–105–X.

7 AppCAD is a proprietary software program from the Hewlett Packard Co, Page Mill Road, Palo Alto CA,
USA.
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Note: In the previous sections, I have produced equations which are peculiar to types of
different transmission lines. From now on, and unless stated otherwise, all the equations in
the sections that follow apply to all types of transmission lines.

2.5 Characteristic impedance (Z0) from primary electrical 
parameters

A typical twin conductor type transmission line is shown in Figure 2.8. Each wire conduc-
tor has resistance and inductance associated with it. The resistance is associated with the
material of the metal conductors, effective conductor cross-sectional area and length. The
inductance is mainly dependent on length and type of material. In addition to these, there
is capacitance between the two conductors. The capacitance is mainly dependent on the
dielectric type, its effective permittivity, the effective cross-sectional area between conduc-
tors, the distance between the conductors and the length of the transmission line. When a
voltage is applied, there is also a leakage current between the two conductors caused by
the non-infinite resistance of the insulation between the two conductors. This non-infinite
resistance is usually expressed in terms of a shunt resistance or parallel conductance.

Therefore, transmission lines possess inherent resistance, inductance, capacitance and
conductance. It is very important to realise that these properties are distributed along the
length of the line and that they are not physically lumped together. The lumped approach
is only applicable when extremely short lengths of line are considered and as a practical
line is made up of many short lengths of these lines, the lumped circuit equivalent of a
transmission line would look more like that shown in Figure 2.8. This is an approximation
but nevertheless it is an extremely useful one because it allows engineers to construct and
simulate the properties of transmission lines.

2.5.1 Representation of primary line constants

In Figure 2.8, let:

R represent the resistance per metre (ohms/metre)
L represent the inductance per metre (henry/metre)
G represent the conductance per metre (siemen/metre)
C represent the capacitance per metre (farad/metre)

It follows that for a short length dl, we would obtain Rdl, Ldl, Gdl, and Cdl respectively.
Hence

Ydl = (G + jwC)dl (2.14)

and
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2.5.2 Derivation of line impedance
The input impedance Zin of the short section dl when terminated by a matched line is given
by8

Since the line is terminated by another line, Zin = Z0
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8 The Z0 term in the centre fraction on the right-hand side of the equation is present because the short section
of line (dl) is terminated by an additional line which presents an input impedance of Z0.

Fig. 2.8 Expanded view of a short section of transmission line
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Cross-multiplying, we get

Simplifying

and

Substituting for Z and Z1, we get

In the limit when dl → 0, and taking the positive square root term

If you examine the expression for Z0 a bit more closely, you will see that there are two

regions where Z0 tends to be resistive and constant. The first region occurs at very low

frequencies when R � jwL and G � jwC. This results in 

The second region occurs at very high frequencies when jwL � R and jwC � G. This

results in

The second region is also known as the frequency region where a transmission line is

said to be ‘lossless’ because there are ‘no’ dissipative elements in the line.
Equation 2.19 is also useful because it explains why inductive loading, putting small

lumped element inductors in series with lines, is used to produce a more constant imped-
ance for the line. The frequency regions of operation described by Equations (2.18) and
(2.19) are important because under these conditions, line impedance tends to remain
frequency independent and a state known as ‘distortionless transmission’ exists. The
distortionless condition is very useful for pulse waveform/digital transmissions because in
these regions, frequency dispersion and waveform distortion tend to be minimal.

These statements can also be verified by the following practical example.
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Example 2.4
A transmission line has the following primary constants: R = 23 W km–1, G = 4 mS km–1,
L = 125 µH km–1 and C = 48 nF km–1. Calculate the characteristic impedance, Z0, of the
line at a frequency of (a) 100 Hz, (b) 500 Hz, (c) 15 kHz, (d) 5 MHz and (e) 10 MHz.

Given: R = 23 W km–1, G = 4 mS km–1, L = 125 µH km–1 and C = 48 nF km–1.
Required: Z0 at (a) 100 Hz, (b) 500 Hz, (c) 15 kHz, (d) 5 MHz and (e) 10 MHz.

Solution. Use Equation 2.17 in the calculations that follow.

(a) At 100 Hz

R + jwL = (23 + j0.08) W km–1, G + jwC = (4 + j0.030) mS km–1

Hence

(b)  At 500 Hz

R + jwL = (23 + j0.39) W km–1, G + jwC = (4 + j0.15) mS km–1

Hence

(c) At 15 kHz

R + jwL = (23 + j11.78) W km–1, G + jwC = 4 + j4.52 mS km–1

Hence

(d) At 5 MHz

R + jwL = (23 + j3926.99) W km–1, G + jwC = (4 + j1508) mS km–1

Hence

(e) At 10 MHz

R + jwL = (23 + j7853.98) W km–1, G + jwC = (4 + j3016) mS km–1

Hence
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Conclusions from Example 2.4. At low frequencies, i.e. 100–500 Hz, the line impedance
Z0 tends to remain at about 75 W with very little phase shift over a wide frequency range.
For most purposes, it is resistive and constant in this region. See cases (a) and (b). At high
frequencies, i.e. 5–10 MHz, the line impedance Z0 tends to remain constant at about 50 W
with little phase shift over a wide frequency range. For most purposes, it is resistive and
constant in this region. See cases (d) and (e). In between the above regions, the line imped-
ance Z0 varies with frequency and tends to be reactive. See case (c). For radio work, we
tend to use transmission lines in the ‘lossless’ condition (Equation 2.19) and this helps
considerably in the matching of line impedances.

2.6 Characteristic impedance (Z0) by measurement

Occasions often arise when the primary constants of a line are unknown yet it is necessary
to find the characteristic impedance (Z0). In this case, Z0 can be obtained by measuring the
short- and open-circuit impedance of the line. In Figures 2.9 and 2.10 as in Figure 2.8 let:

R represent the resistance per metre (ohms/metre)
L represent the inductance per metre (henry/metre)
G represent the conductance per metre (siemen/metre)
C represent the capacitance per metre (farad/metre)

It follows that for a short length dl, we would obtain Rdl, Ldl, Gdl and Cdl respectively.

2.6.1 Open-circuit measurement (Zoc)

Hence defining Zdl as l/Ydl we have
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Fig. 2.9 Open-circuit equivalent of a short length of transmission line
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2.6.2 Short-circuit measurement (Zsc )

The short-circuit impedance is

Using Equation 2.16 to substitute for the numerator and Equation 2.20 to substitute for
the denominator, we have
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Fig. 2.10 Short-circuit equivalent of a short length of transmission line
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Z0
2

Zsc = ——
Zoc

Hence

Z0
2 = ZscZoc

or

Example 2.5
The following measurements have been made on a line at 1.6 MHz where Zoc = 900 W
/–30° and Zsc = 400 W /–10°. What is the characteristic impedance (Z0) of the line at 1.6
MHz?

Given: f = 1.6 MHz, Zoc = 900 W /–30° , Zsc = 400 W /–10°.
Required: Z0 at 1.6 MHz.

Solution. Using Equation 2.21

2.7 Typical commercial cable impedances

Manufacturers tend to make cables with the following characteristic impedances (Z0).
These are:

• 50 Ω – This type of cable finds favour in measurement systems and most radio instru-
ments are matched for this impedance. It is also used extensively in amateur radio
links.

Most cable manufacturers make more than one type of 50 Ω line. For example, you
can buy 50 Ω rigid lines (solid outer connector), 50 Ω low loss lines (helical and air
dielectrics), 50 Ω high frequency lines for use up to 50 GHz with minimal loss. The
reason for this is that different uses require different types of lines. Remember that in
Equation 2.1 repeated here for convenience and the dimen-
sion of the variables can be changed to produce the desired impedance.

• 75 Ω – This type of cable is favoured by the television industry because it provides a
close match to the impedance (73.13 Ω) of a dipole aerial. Most TV aerials are designed
for this impedance and it is almost certain that the cable that joins your TV set to the
external aerial will have this impedance. The comments relating to the different types of
50 Ω lines also apply to 75 Ω lines.

Z D d0 10138= log ( ) ε
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• 140 Ω – This type of cable is used extensively by the telephone industry. The comments
relating to the different types of 50 Ω lines also apply to 140 Ω lines.

• 300 Ω – This type of cable is favoured by both the radio and television industry because
it provides a close match for the impedance (292.5 Ω) of a very popular antenna (folded
dipole antenna) which is used extensively for VHF-FM reception. The comments relat-
ing to the different types of 50 Ω lines also apply to 300 Ω lines.

• 600 Ω – This type of cable is used extensively by the telephone industry and many of
their instruments are matched to this impedance. The comments relating to the different
types of 50 Ω lines also apply to 600 Ω lines.

2.8 Signal propagation on transmission lines

2.8.1 Pulse propagation on an infinitely long or matched transmission
line

We are now going to use some of the ideas introduced in the previous sections, particularly
Section 2.2.2, to describe qualitatively the propagation of signals along an infinitely long
transmission line. In this description we will only make two assumptions:

• the transmission line is perfectly uniform, that is its electrical properties are identical all
along its length;

• the line extends infinitely in one direction or is perfectly terminated.

To keep the explanation simple, we will initially only consider the propagation of a
single electrical pulse along the line9 shown in Figure 2.11. At the beginning of the line
(top left hand corner) a voltage source (Vs) produces the single pulse shown in Figure 2.11.
The waveforms shown at various planes (plane 1, plane 2, plane 3) on the line illustrate
three of the main properties of signal propagation along a transmission line:

• propagation delay – the pulse appears at each successive point on the line later than at
the preceding point;

• attenuation – the peak value of the pulse is attenuated progressively;
• waveform distortion and frequency dispersion – its shape differs from its original

shape at successive points.

2.8.2 Propagation delay
The pulse appears later and later at successive points on the line because it takes time to
travel over any distance, i.e. there is a propagation delay. As the line is uniform throughout

Signal propagation on transmission lines 61

9 The behaviour of a pulse travelling along an infinitely long transmission line is very similar to the example
you were given in Section 2.2.2 concerning sound travelling down an infinitely long tunnel except that this time
instead of voice sounds, consider the sound to originate from a single drum beat or pulse. You will no doubt
remember from earlier work that a pulse is a waveform which is made up from a fundamental sinusoid and its
harmonics combined together in a precise amplitude, phase and time relationship.
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its length, the amount of delay at any point is proportional to distance between that point
and the source of the pulse. These time delays are shown as t1, t2, and t3 in Figure 2.11.
Another way of describing this is to say that the pulse propagates along the line with a
uniform velocity.

2.8.3 Attenuation
The amplitude of the pulse is attenuated as it propagates down the line because of resis-
tive losses in the wires. The amount of attenuation per unit length is uniform throughout
the line because the line cross-section is uniform throughout the line length. Uniform
attenuation means that the fractional reduction in pulse amplitude is the same on any line
section of a given length. This is more easily understood by referring to Figure 2.11,
where the pulse amplitude at plane 1 has been reduced by a factor of 0.8. At plane 2,
which is twice as far from the source as plane 1, the pulse height has been reduced by a
further factor of 0.8, i.e. a total of 0.82 or 0.64 of its original amplitude. At plane 3, which
is three times as far from the source as plane 1, the reduction is 0.83 or  0.512 of the orig-
inal amplitude.

More generally, at a distance equal to l times the distance from the source to plane 1,
the height is reduced by (0.8)l. Because l is the exponent in this expression this type of
amplitude variation is called exponential. It can also be expressed in the form (eα)l or eαl,
where ea represents the loss per unit length and is 0.8 in this particular example. In fact a
is the natural logarithm of the amplitude reduction per unit length. Its unit is called the
neper and loss (dB) = 8.686 nepers.10

Example 2.6
A transmission has a loss of two nepers per kilometre. What is the loss in dB for a length
of 10 kilometres?

Given: Attenuation constant (α) = 2 nepers per km.
Required: Loss in dB for a length of 10 km.

62 Transmission lines

10 This is because dB = 20 Log (Ratio) = 20 Log (ea) = 20 × a × Log (e) = 20 × a × 0.4343 = 8.686a.

Fig. 2.11 Pulse propagation in a transmission line
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Solution. If 1 km represents a loss of 2 nepers, then 10 km = 10 × 2 = 20 nepers. There-
fore

loss = 8.686 × 20
= 173.72 dB

2.9 Waveform distortion and frequency dispersion

2.9.1 Amplitude distortion
The waveform of the pulse in Figure 2.11 alters as it travels along the line. This shape
alteration is caused by the line constants (inductance, capacitance, resistance and conduc-
tance of the line) affecting each sinusoidal component of the waveform in a different
manner. The high frequency components, which predominate on the edges of the pulse
waveform, suffer greater attenuation because of increased reactive effects; the lower
frequency components, which predominate on the flat portion of the waveform, suffer less
attenuation. The variation of attenuation with frequency is described by the frequency
response of the line.

2.9.2 Frequency distortion
In addition to attenuation, there are also time constants associated with the line compo-
nents (inductance, capacitance, resistance and conductance). These cause high frequency
components to travel at a different velocity from low frequency components. The variation
of velocity with frequency is called the frequency dispersion of the line.

2.9.3 Phase and group velocities
As a pulse consists of sinusoidal components of different frequencies, each component
will therefore be altered differently. Distinction must be made between the velocities 
of the sinusoidal components which are called phase velocities, up. The phase velocity
(b) is defined as the change in radians over a wavelength and since there is a phase
change of 2π radians in every wavelength, it follows that b = 2π radians/wavelength (l)
or

2π
b = —— (2.22)

l

The velocity of the complete waveform is called the group velocity, ug. The apparent
velocity of the pulse in Figure 2.11 is called its group velocity.

It is important to realise that if the line velocity and line attenuation of all the compo-
nent sinusoids which make up a pulse waveform are not identical then deterioration in
pulse waveform shape will occur. Pulse distortion is particularly critical in high speed data
transmission where a series of distorted pulses can easily merge into one another and cause
pulse detection errors.

If distortion occurs and if it is desired to know how and why a particular waveform
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has changed its shape, it will be necessary to examine the propagation of the constituent
sinusoids of the waveform itself and to instigate methods, such as frequency and phase
equalisation, to ensure minimal waveform change during signal propagation through the
line.

2.10 Transmission lines of finite length

2.10.1 Introduction
In Section 2.8.1, we discussed waveforms travelling down infinitely long lines. In practice,
infinitely long lines do not exist but finite lines can be made to behave like infinitely long
lines if they are terminated with the characteristic impedance of the line.11

2.10.2 Matched and unmatched lines
A transmission line which is terminated by its own characteristic impedance, Z0, is said to
be matched or properly terminated. A line which is terminated in any impedance other
than Z0 is said to be unmatched or improperly terminated. To prevent reflections it is
usual for a transmission line to be properly terminated and so it is a common condition for
a transmission line to behave electrically as though it was of infinite length.

If a transmission line is to be used for signals with a wide range of frequency compo-
nents, it may be difficult to terminate it properly. In general, the characteristic impedance
of a transmission line will vary with frequency and if the matching load fails to match the
line at all frequencies, then the line will not be properly terminated and reflections will
occur.12

In practice, it is usual to properly terminate both ends of a transmission line, i.e. both
at the sending end and the receiving end; otherwise any signal reflected from the receiv-
ing end and travelling back towards the sending end will be re-reflected again down the
line to cause further reflections. The sending end can be properly terminated either by
using a source generator with an impedance equal to the characteristic impedance of the
line or by using a matching network to make a source generator present a matched imped-
ance to the transmission line.

2.11 Reflection transmission coefficients and VSWR

2.11.1 Introduction
Reflection coefficients are based on concepts introduced in your childhood. Consider the
case when you throw a ball at a vertical stone wall. The ball with its incident power will

64 Transmission lines

11 This argument is similar to the case mentioned in Section 2.2.2 where it was shown that if our finite tunnel
was terminated with material with the same properties as an infinitely long tunnel which absorbed all the inci-
dent energy then it would also behave like an infinitely long tunnel.

12 You see this reflection effect as multiple images on your television screen when the TV input signal is not
properly terminated by the TV system. TV engineers call this effect ‘ghosting’.
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travel towards the wall, hit the wall which will absorb some of its incident power and then
the remaining power (reflected power) will cause the ball to bounce back.

The ratio (reflected power)/(incident power) is called the reflection coefficient. The
reflection coefficient is frequently represented by the Greek letter gamma (G). In mathe-
matical terms, we have

This simple equation is very useful for the following reasons.

• Its value is independent of incident power because if you double incident power,
reflected power will also double.13 If you like, you can say that Γ is normalised to its
incident power.

• It gives you a measure of the hardness (impedance) of the wall to incident power. For
example if the wall is made of stone, it is likely that very little incident power will be
absorbed and most of the incident power will be returned to you as reflected power. You
will get a high reflection coefficient (Γ → 1). If the wall is made of wood, it is likely that
the wood would bend a bit (less resistance), absorb more incident energy and return a
weaker bounce. You will get a lower reflection coefficient (Γ < 1). Similarly if the wall
was made of straw, it is more than likely that most of the incident energy would be
absorbed and there would be little rebounce or reflected energy (Γ → 0). Finally if the
wall was made of air, the ball will simply go through the air wall and carry all its inci-
dent power with it (G = 0). There will be no reflected energy because the incident energy
would simply be expended in carrying the ball further. Note in this case that the trans-
mission medium resistance is air, and it is the same as the air wall resistance which is
the load and we simply say that the load is matched to the transmission medium.

• By measuring the angle of the re-bounce relative to the incident direction, it is possible
to tell whether the wall is vertical and facing the thrower or whether it is at an angle
(phase) to the face-on position. Hence we can determine the direction of the wall.

• The path through which the ball travels is called the transmission path.
• Last but not least, you need not even physically touch the wall to find out some of its

characteristics. In other words, measurement is indirect. This is useful in the measure-
ment of transistors where the elements cannot be directly touched. It is also very useful
when you want to measure the impedance of an aerial on top of a high transmitting tower
when your measuring equipment is at ground level. The justification for this statement
will be proved in Section 2.13.

2.11.2 Voltage reflection coefficient14 (Γv) in transmission lines
The same principles described above can also be applied to electrical energy. This is best
explained by Figure 2.12 where we have a signal generator with a source impedance, Zs,
sending electrical waves through a transmission line whose impedance is Z0, into a load
impedance, ZL.
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13 This of course assumes that the hardness of your wall is independent of the incident power impinging on
it.

14 Some authors use different symbols for voltage reflection coefficient. Some use Gv , while others use rv. In
this book, where possible, we will use Gv for components and rv for systems.

Γ = reflected power

incident power
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If the load impedance (ZL) is exactly equal to Z0, the incident wave is totally absorbed
in the load and there is no reflected wave. If ZL differs from Z0, some of the incident wave
is not absorbed in the load and is reflected back towards the source. If the source imped-
ance (Zs) is equal to Z0, the reflected wave from the load will be absorbed in the source
and no further reflections will occur. If Zs is not equal to Z0, a portion of the reflected wave
from the load is re-reflected from the source back toward the load and the entire process
repeats itself until all the energy is dissipated. The degree of mis-match between Z0 and
ZL or Zs determines the amount of the incident wave that is reflected.

By definition

vreflected
voltage reflection coefficient = ———— = Γv ∠ q (2.23)

vincident

Also

ireflected
current reflection coefficient = ———— = Γi ∠ θ (2.24)

iincident

From inspection of the circuit of Figure 2.12

and

The minus sign in Equation 2.27 occurs because we use the mathematical convention
that current flows to the right are positive, therefore current flows to the left are negative.
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Fig. 2.12 Incident and reflected waves on a transmission line
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Sorting out terms in respect of Γv

(1 + Gv)
ZL = Z0 ————

(1 – Gv)

or

(ZL – Z0)
Gv = ————— (2.28)

(ZL + Z0)

Returning to Equation 2.24 and recalling Equation 2.23

i r       – vr/Z0Γi = — = ———— = – Γv (2.29)
ii vi/Z0

As the match between the characteristic impedance of the transmission line Z0 and the
terminating impedance ZL improves, the reflected wave becomes smaller. Therefore, using
Equation 2.28, the reflection coefficient decreases. When a perfect match exists, there is
no reflected wave and the reflection coefficient is zero. If the load ZL on the other hand is
an open or short circuit, none of the incident power can be absorbed in the load and all of
it will be reflected back toward the source. In this case, the reflection coefficient is equal
to 1, or a perfect mismatch. Thus the normal range of values for the magnitude of the
reflection coefficient is between zero and unity.

Example 2.7
Calculate the voltage reflection coefficient for the case where ZL = (80 – j10) Ω and Z0 =
50 Ω.

Given: ZL = (80 – j10), Z0 = 50Ω
Required: Γv

Solution. Using Equation 2.28

ZL – Z0         80 – j10 – 50     30 – j10
Γv = ———— = —————— = ————  

ZL + Z0          80 – j10 + 50      130 – j10

31.62 ∠ –18.43°
= ——————— = 0.24 ∠ –14.03°

130.38 ∠ –4.40°

Example 2.8
Calculate the voltage reflection coefficients at the terminating end of a transmission
line with a characteristic impedance of 50 Ω when it is terminated by (a) a 50 Ω termi-
nation, (b) an open-circuit termination, (c) a short-circuit termination and (d) a 75 Ω
termination.
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Given: Z0 = 50 Ω, ZL = (a) 50 Ω, (b) open-circuit = ∞, (c) short-circuit = 0 Ω, (d) = 75
Ω.
Required: Γv for (a), (b), (c), (d).

Solution.  Use Equation 2.28.

(a) with ZL = 50 Ω

(b) with ZL = open circuit = ∞ Ω

(c) with ZL = short circuit = 0 Ω

(d) with ZL = 75 Ω

Example 2.8 is instructive because it shows the following.

• If you want to transfer an incident voltage wave with no reflections then the terminating
load (ZL) must match the characteristic impedance (Z0) exactly. See case (a). This is the
desired condition for efficient transfer of power through a transmission line.

• Maximum in-phase voltage reflection occurs with an open circuit and maximum anti-
phase voltage reflection occurs with a short circuit. See cases (b) and (c). This is because
there is no voltage across a short circuit and therefore the reflected wave must cancel the
incident wave.

• Intermediate values of terminating impedances produce intermediate values of reflection
coefficients. See case (d).

2.11.3 Return loss
Incident power (Pinc) and reflected power (Pref) can be related by using the magnitude of
the voltage reflection coefficient (G). Since G = vref/vinc, it follows that

The return loss gives the amount of power reflected from a load and is calculated from:

return loss (dB) = –10 log Γ2 = –20 log Γ (2.31)
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2.11.4 Mismatched loss
The amount of power transmitted to the load (PL) is determined from

PL = Pinc – Pref = Pinc(1 – Γ2) (2.32)

The fraction of the incident power not reaching the load because of mismatches and
reflections is

Hence the mismatch loss (or reflection loss) is calculated from

ML(dB) = –10 log (1 – Γ2) (2.34)

2.11.5 Transmission coefficient
The transmission coefficient (τv) is defined as the ratio of the load voltage (vL) to the inci-
dent voltage (vinc) but vL = vinc + vref. Hence

If we now use Equation 2.28 to substitute for Γv, we obtain

Sometimes Equation 2.36 is normalised to Z0 and when ZL/Z0 is defined as z, we obtain

Equation 2.36a is the form you frequently find in some articles.

2.11.6 Voltage standing wave ratio (VSWR)
Cases often arise when the terminating impedance for a transmission line is not strictly
within the control of the designer. Consider a typical case where a transmitter designed for
operating into a 50 W transmission line is made to feed an antenna with a nominal imped-
ance of 50 W. In the ideal world, apart from a little loss in the transmission line, all the
energy produced by the transmitter will be passed on to the antenna. In the practical world,
an exact antenna match to the transmission line is seldom achieved and most antenna
manufacturers are honest enough to admit the discrepancy and they use a term called the
voltage standing wave ratio15 to indicate the degree of mismatch.
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15 This term is based on the Standing Wave Pattern principle which was introduced in Section 2.2.2 where you
walked along a tunnel which produced echoes while your friend whistled at a constant amplitude and pitch. In the
tunnel case, the loudest (maximum intensity) sound occurred where the incident and reflected wave added, while
the weakest sound (minimum intensity) occurred where the incident and reflected sound opposed each other.
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VSWR is useful because

• it is relatively easy to measure – it is based on modulus values rather than phasor quan-
tities which enables simple diode detectors to be used for measurement purposes;

• it indicates the degree of mismatch in a termination;
• it is related to the modulus of the reflection coefficient (shown later).

Voltage standing wave ratio is defined as

A VSWR of |1| represents the best possible match.16 Any VSWR greater than |1| indi-
cates a mismatch and a large VSWR indicates a greater mismatch than a smaller VSWR.
Typical Figures of VSWRs for good practical terminations range from 1.02 to 1.1.

Example 2.9
In Figure 2.12, the incident voltage measured along the transmission line is 100 V and the
reflected voltage measured on the same line is 10 V. What is its VSWR?

Soloution. Using Equation 2.37

2.11.7 VSWR and reflection coefficient (Γv)
VSWR is related to the voltage reflection coefficient by:

or

Example 2.10
What is the VSWR of a transmission system if its reflection coefficient |Γv| is 0.1?
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16 In a properly terminated line, there are no reflections. V ref = 0 and substituting this value into Equation 2.37
gives 

|V inc| + |0|
VSWR = ————— = |1|

|V inc| – |0|
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=
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(2.38)

(2.38a)
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Given: |Γv| = 0.1
Required: VSWR

Solution. Using Equation 2.38

Perfect match occurs when VSWR = |1|. This is the optimum condition and examination
of Equation 2.38 shows that this occurs when |Γv| = 0. With this condition, there is no
reflection, optimum power is transferred to the load and there are no standing wave
patterns on the line to cause excessive insulation breakdown or electrical discharges to
surrounding conductors and there are no ‘hot spots’ or excessive currents on sections of the
conductors.

Example 2.11
A manufacturer quotes a maximum VSWR of 1.07 for a resistive load when it is used to
terminate a 50 Ω transmission line. Calculate the reflected power as a percentage of the
incident power.

Given: VSWR = 1.07, Z0 = 50 W
Required: Reflected power as a percentage of incident power

Solution. Using Equation 2.38a

VSWR – 1
|Γv | = ————— = 0.034

VSWR + 1

Since power is proportional to V2

Pref = (0.034)2 × Pinc
= 0.001 × Pinc
= 0.1% of Pinc

From the answer to Example 2.11, you should now realise that:

• a load with an SWR of 1.07 is a good terminating load;
• there are hardly any reflections when a transmission line is terminated with such a load;
• the transmission line is likely to behave like an infinitely long line.

2.11.8 Summary of Section 2.11
If a transmission line is not properly terminated, reflections will occur in a line. These
reflections can aid or oppose the incident wave. In high voltage lines, it is possible for the
aiding voltages to cause line insulation breakdown. In high current lines, it is possible at
high current points for aiding currents to overheat or even destroy the metallic conductors.

The voltage reflection coefficient (Γv) can be calculated by
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Manufacturers tend to use VSWRs when quoting the impedances associated with their
equipment. A VSWR of |1| is the optimum condition and indicates that a perfect match is
possible and that there will be no reflections when the equipment is matched to a perfect
transmission line. VSWR can be calculated from the reflection coefficients by 

The return loss is a way of specifying the power reflected from a load and is equal to –10
log Γ2. The mismatch loss or reflection loss specifies the fraction of incident power not
reaching the load and is equal to –10 log (1 – Γ2).

2.12 Propagation constant (γ) of transmission lines

2.12.1 Introduction
In Section 2.8, we saw that signals on transmission lines suffer attenuation, phase or time
delay, and often frequency distortion. In this section, we will show the relationships
between these properties and the primary constants (R, G, L and C) of a transmission line.

2.12.2 The propagation constant (γ) in terms of the primary constants
To find the propagation constant (g) we start with the same equivalent circuit (Figure 2.8)
used for the derivation of Z0. It is re-drawn in Figure 2.13 with the voltage and current
phasors indicated.

The propagation constant, as defined, relates V2 and V1 by

V2
—— = e–γδl (2.39)
V1
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Fig. 2.13 Equivalent circuit of a very short length of line

VSWR max inc ref

inc ref

v

v
= =

+
−

=
+
−

V

V

V V

V Vmin

1

1

Γ
Γ

Da Silva Part 2  16:2:2001 4:09 pm  Page 72



where δl is still the short length of line referred to in Figure 2.8. It is easier to find γ using
the current phasors rather than the voltage phasors; so, using I1 = V1/Z0 and I2 = V2/Z0

I2
— = e–γδl (2.40)
I1

or alternatively

I1
— = eγδl (2.40a)
I2

The current I1 splits into two parts: I2 and a part going through Z2. By the current divider
rule, the split is

Z2
I2 = ——————— I1

Z2 + Z1/2 + Z0

giving

Substituting the definitions for Z1 and Z2 and the formula for Z0 derived above gives

Also I1/I2 = eγδl. To use these two expressions for I1/I2 to find γ, we must first expand eγδl

into a Taylor series. Since

x2

ex = 1 + x + — + . . .
2

we can write eγδl as

Equating the two expressions for I1/I2 gives

Subtracting 1 from each side and dividing by δl gives
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and as δl approaches zero

Since γ is complex consisting of a real term α for amplitude and β for phase, we can also
write,

If the expression for γ (Equation 2.42) is examined more closely, it can be seen that there
are two regions where γ tends to be resistive and constant. The first region occurs at very
low frequencies when R � jωL and G � jωC. This results in

In this region γ is a real number which does not depend on ω. Since the real part of g is a,
the attenuation index, there is no amplitude distortion in the very low frequency range. The
second region occurs at very high frequencies when jωL � R and jωC � G. This results in

In this region γ is purely imaginary and is proportional to ω. Since the imaginary part of
γ is β, the phase index, it means that there is no dispersion (because β is proportional to
ω) in the high frequency range. The region is very useful for pulse waveform/digital
transmissions because in it frequency dispersion and waveform distortion tend to be
minimal.

Equation 2.44 is also useful because it explains why inductive loading, putting small
lumped element inductors in series with lines, is sometimes used to reduce dispersion in
lines.

Example 2.12
A transmission line has the following primary constants: R = 23 Ω km–1, G = 4 mS km–1,
L = 125 µH km–1 and C = 48 nF km–1. Calculate the propagation constant γ of the line,
and the characteristic impedance Z0 of the line at a frequency of (a) 100 Hz, (b) 500 Hz,
(c) 15 kHz, (d) 5 MHz and (e) 10 MHz.

Solution. The characteristic impedance Z0 will not be calculated here because it has
already been carried out in Example 2.4. However, the results will be copied to allow easy
comparison with the propagation results calculated here for the discussion that follows
after this answer. Equation 2.41 will be used to calculate the propagation constant γ, and
Equation 2.42 will be used to derive the attenuation constant α and the phase constant β
in all the calculations that follow.

(a) At 100 Hz

R + jωL = (23 + j(2π × 100 × 125 µH)) = (23 + j0.08) Ω km–1

and

G + jwC = (4 mS + j(2π × 100 × 48 nF)) = (4 + j0.030) mS km–1

74 Transmission lines

γ ≈ ( )( )R G

γ ω≈ j ( )( )L C

(2.43)

(2.44)

γ α β ω ω= + = + +j j j( )( )R L G L

γ ω ω= + +( )( )R L G Lj j (2.41)

(2.42)
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Hence

and

(b) At 500 Hz

R + jwL = (23 + j(2π × 500 × 125 µH)) = (23 + j0.39) Ω km–1

and

G + jωC = (4 mS + j(2π × 500 × 48 nF)) = (4 + j0.15) mS km–1

Hence

and

(c) At 15 kHz

R + jωL = (23 + j(2π × 15 × 103 × 125 µH)) = (23 + j11.78) Ω km–1

and

G + jωC = (4 mS + j(2π × 15 × 103 × 48 nF)) = (4 + j4.52 × 10–3) mS km–1

Hence

and

(d) At 5 MHz

R + jωL = (23 + j(2π × 5 × 106 × 125 µH)) = (23 + j3926.99) Ω km–1

and

G + jωC = (4 mS + j(2π × 5 × 106 × 48 nF)) = (4 + j1508) mS km–1

Hence
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and

(e) At 10 MHz

R + jωL = (23 + j(2π × 10 × 106 × 125 µH) = (23 + j7853.98) Ω km–1

and

G + jωC = (4 mS + j (2π × 10 × 106 × 48 nF)) = (4 + j3016) mS km–1

Hence

Conclusions from Example 2.12. In the frequency range 100–500 Hz, the attenuation
constant α tends to remain at about 0.30 nepers per km and the phase propagation 
β increases linearly with frequency. See cases (a) and (b). If you now compare this 
set of results with the same cases from Example 2.4, you will see that in this fre-
quency range, Z0 and α tend to remain constant and β tends to vary linearly with
frequency.

What this means is that if you transmit a rectangular pulse or digital signals in this
frequency range, you will find that it will pass through the transmission line attenuated but
with its shape virtually unchanged. The reason for the waveform shape not changing is
because the Fourier amplitude and phase relationships have not been changed.

In the frequency range 5–10 MHz, the attenuation constant α tends to remain at 0.33
nepers per km and the phase propagation β also increases linearly with frequency. See
cases (d) and (e). If you now compare the above set of cases from Example 2.12 with an
identical set from Example 2.4, you will see that within these frequency ranges, Z0 and α
tend to remain constant and β tends to vary linearly with frequency. Therefore the same
argument in the foregoing paragraphs applies to this frequency range. This is also known
as the ‘distortionless’ range of the transmission line.

In the intermediate frequency range of operation (see case (c) of Examples 2.4 and
2.12), both the propagation constant α and β, and the characteristic impedance of the line
Z0 vary. Fourier amplitude and phase relations are not maintained as waveforms are trans-
mitted along the line and waveform distortion is the result.
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2.12.3 Summary of propagation properties of transmission lines
There are two frequency regions where signals can be passed through transmission lines
with minimum distortion; a low frequency region and a high frequency region. The low
frequency region occurs when R �ωL, and G � ωC. The high frequency region occurs
when ωL � R and ωC � G. The high frequency region is also sometimes called the ‘loss-
less’ region of transmission.

At both these high and low frequency regions of operation, the simplified expressions for
Z0 (Equations 2.18 and 2.19) and γ (Equations 2.43 and 2.44) show that there is little distor-
tion and that the transmission line can be more easily terminated by a matched resistor.

Good cables which operate up to 50 GHz are available. They are relatively costly
because of the necessary physical tolerances required in their manufacture.

2.13 Transmission lines as electrical components

Transmission lines can be made to behave like electrical components, such as resistors,
inductors, capacitors, tuned circuits and transformers. These components are usually made
by careful choice of transmission line characteristic impedance (Z0), line length (l) and
termination (ZL). The properties of these components can be calculated by using well
known expressions for calculating the input impedance of a transmission line.

2.13.1 Impedance relations in transmission lines
We shall now recall some transmission line properties which you learnt in Sections 2.11.2
and 2.12.2 to show you how the input impedance varies along the line and how transmis-
sion lines can be manipulated to produce capacitors, inductors, resistors and tuned circuits.
These are Equations 2.28 and 2.29 which are repeated below for convenience:

and

Γi = –Γv (2.29)

In previous derivations, voltages and currents references have been taken from the input
end of the line. Sometimes, it is more convenient to take voltage and current references
from the terminating or load end of the line. This is shown in Figure 2.14.

From the definition of line attenuation and for a distance l from the load, we have

vi = ViL e
+γl (2.45)

and

vr = VrL e
–γl (2.46)

and using the definition for voltage reflection coefficient Γv                                              
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where

l = line length equal to distance l
Γv = voltage reflection coefficient at load
Γvl = voltage reflection coefficient at distance l from load
γ = propagation constant = (α + jβ) nepers/m

At any point on a transmission line of distance l from the load

vl = vi + vr = vi + vi Γv e–2γl (2.48)

and

il = ii + ir = ii + iiΓi e–2γl (2.49)

Dividing Equation 2.48 by Equation 2.49 and using Equations 2.28 and 2.29

Defining Zl as impedance at point l, and Z0 as the line characteristic impedance, Equa-
tion 2.50 becomes

1 + Gv e–2gl

Zl = Z0 [ ————— ] (2.51)
1 – Gv e–2gl

Substituting equation 2.28 in equation 2.51 results in

ZL – Z0
1 + ———— e–2gl

ZL + Z0
Zl = Z0 [ ————————— ]ZL – Z0

1 – ————— e–2gl

ZL + Z0
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Fig. 2.14 Line voltages reference to the load end
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Multiplying out and simplifying

ZL + Z0 + (ZL – Z0) e–2gl

Zl = Z0 [ ——————————— ]ZL + Z0 – (ZL – Z0) e–2gl

Sorting out Z0 and ZL gives

ZL(1 + e–2gl ) + Z0 (1 – e–2gl )
Zl = Z0 [ ———————————— ]ZL(1 – e–2gl ) + Z0 (1 + e–2gl )

Multiplying all bracketed terms by (egl/2) results in

egl – e–gl  egl + e–g l

Z0 ———— + ZL ————
2  2

Zl = Z0 [—————————————]egl + e–gl             egl – e–gl

Z0 ———— + ZL ————
2                      2

Bear in mind that by definition

egl – e–gl  egl + e–gl

sinh gl = ———— and cosh gl = ————
2  2 

Substituting for sinh gl and cosh gl in the above equation results in

Z0 sinh gl + ZL cosh gl
Zl  = Z0 [——————————] (2.52)

Z0 cosh gl + ZL sinh gl

Equation 2.52 is a very important equation because it enables us to investigate the proper-
ties of a transmission line. If the total length of the line is l then Zl becomes the input
impedance of the line. Hence, Equation 2.52 becomes

Z0 sinh gl + ZL cosh gl
Z in = Z0 [ —————————— ] (2.53)

Z0 cosh gl + ZL sinh gl

2.13.2 Input impedance of low loss transmission lines
From Equation 2.42, we know that g = a + jb. When a << b, g = jb.

From Equation 2.22, we know that b = 2π/l. From mathematical tables17 we know that
sin (jb) = j sin b and cos(jb) = cos b. If we now substitute the above facts into Equation
2.53, we will get Equation 2.54. The input impedance of a low loss transmission line is
given by the expression
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17 You can also check this for yourself if you take the series for sin x and cos x and substitute jb in place of
x.

Da Silva Part 2  16:2:2001 4:09 pm  Page 79



2πl                2πl
jZ0 sin —— + ZL cos ——

l                    l
Zin = Z0 [—————————————] (2.54)

2πl                2πl
jZL sin —— + Z0 cos —— 

l                   l 

where

Zin = input impedance (ohms)
Z0 = characteristic impedance of line (ohms)
ZL = termination load on line (ohms)
l = electrical wavelength at the operating frequency
l = transmission line length

2.13.3 Reactances using transmission lines

A transmission line can be made to behave like a reactance by making the terminating load
a short circuit (ZL= 0). In this case, Equation 2.54 becomes

2πl  2πl
jZ0 sin —— + 0 j sin ——

l                                  l                       2πl
Z in = Z0 [————————] = Z0 [—————] = jZ0 tan —— (2.55)

2πl  2πl l 
0 + Z0 cos ——                cos ——

l l

When l < l/4

2πl
Zin = jZ0 tan —— (2.55a)

l

and is inductive.
When l /4 < l > l /2

2πl
Z in = –jZ0 tan —— (2.55b)

l

and is capacitive.
Equation 2.55 follows a tangent curve and like any tangent curve it will yield positive

and negative values. Therefore Equation 2.55 can be used to calculate inductive and
capacitive reactances. Adjustment of Z0 and line length, l, will no doubt set the required
values.

Example 2.13
A 377 W transmission line is terminated by a short circuit at one end. Its electrical length
is l/7. Calculate its input impedance at the other end.
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Solution. Using Equation 2.55a

2πl 2π l
Z in = jZ0 tan —— = j377 tan [ —— — ] = j377 × 1.254 = j472.8 W

l                        l 7

Similar reactive effects can also be produced by using an open-circuited load18 and apply-
ing it to Equation 2.54 to produce inductive and capacitive reactances:

2πl
Zin = –jZ0 cot —— (2.56)

l

Equation 2.56 follows a cotangent curve and will therefore also produce positive and nega-
tive impedances. Adjustment of Z0 and line length will set the required reactance.

Example 2.14
A 75 W line is left unterminated with an open circuit at one end. Its electrical length is l/5.
Calculate its input impedance at the other end.

Solution. Using Equation 2.56

2πl 2π l
Z in = –jZ0 cot —— = –j75 cot —— — = –j75 × 0.325 = –j24.4 W

l                      l 5

2.13.4 Transmission lines as transformers
An interesting case arises when l = l/2. In this case Equation 2.54 becomes

jZ0 sin π + ZL cos π
Z in = Z0 [—————————] = ZL

jZL sin π + Z0 cos π

What this means is that the transmission line acts as a 1:1 transformer which is very
useful for transferring the electrical loading effect of a termination which cannot be
placed in a particular physical position. For example, a resistor dissipating a lot of heat
adjacent to a transistor can cause the latter to malfunction. With a 1:1 transformer, the
resistor can be physically moved away from the transistor without upsetting electrical
operating conditions.

Another interesting case arises when l = l/4. In this case, Equation 2.54 becomes

π π
jZ0 sin — + ZL cos —

2                2            Z0
2

Z in = Z0 [ —————————— ] = ——
π π ZL

ZL jsin — + Z0 cos —
2               2
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18 Purists might argue that an open circuit does not exist at radio frequencies because any unterminated TX
line has stray capacitance associated with an open circuit. We will ignore this stray capacitance temporarily
because, for our frequencies of operation, its reactance is extremely high.
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Therefore the transmission line behaves like a transformer where

Z0
2

Z in = —— (2.57)
ZL

At first glance Equation 2.57 may not seem to be very useful but if you refer back to Figure
2.7, you will see that the characteristic impedance (Z0) of microstrip transmission lines can
be easily changed by changing its width (w); therefore impedance matching is a very prac-
tical proposition.

Example 2.15
A transmission line has a characteristic impedance (Z0) of 90 W. Its electrical length is l/4
and it is terminated by a load impedance (ZL) of 20 W. Calculate the input impedance (Zin)
presented by the line.

Given: Z0 = 90 W, ZL = 20 W, l = l/4
Required: Zin

Solution. Using Equation 2.57

Z in = (90)2/20 = 405 W

2.14 Transmission line couplers

Transmission lines can be arranged in special configurations to divide an input signal at the
input port into two separate signals at the output ports. Such an arrangement is often called
a signal splitter. Since the splitter is bi-directional, the same arrangement can also be used
to combine two separate signals into one. These splitter/combiners are often called couplers.

The advantages of couplers are that they are very efficient (low loss), provide good
matching on all ports, and offer reasonable isolation between the output ports so that one
port does not interfere with the other. The greatest disadvantage of these couplers is their
large physical size when used in their distributed forms.

2.14.1 The branch-line coupler
The basic configuration of the branch-line coupler is shown in Figure 2.15. It consists of
transmission lines, each having a length of l/4. Two opposite facing-lines have equal
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Fig. 2.15 A branch-line coupler
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impedances, Z0, and the remaining opposite facing-lines have an impedance of Z0/�2. In
the case of a 50 W coupler, Z0 = 50 W and Z0/�2 = 35.355 W.

Principle of operation
All ports are terminated in Z0. Signal is applied to port 1 and it is divided equally between
ports 2 and 3. There is no output signal from port 4 because the path from port 1 to 4 is
l/4 while the path from port 1 to 4 via ports 2 and 3 is 3l/4. The path difference is l/2;
hence the signals cancel each other at port 4. The net result is that the signal at port 4 is
zero and it can be considered as a virtual earth point. With this virtual earth point Figure
2.15 becomes Figure 2.16(a). We know from transmission line theory (Equation 2.57) that
for a l/4 length, Zin = Z0

2/Zl. In other words, a short circuit at port 4 appears as open
circuits at port 1 and 3. This result is shown in Figure 2.16(b). If we now transform the
impedance at port 3 to port 2, we get

Z(transformed) = Z0
2/Z0 = Z0

Hence we obtained the transformed Z0 in parallel with the Z0 termination of port 2. This
situation is shown in Figure 2.16(c). We now need to transform the Z0/2 termination at port
2 to port 1. At port 1

(Z0/�2)2       Z0
2        2

Zl = ———— = —— × — = Z0
(Z0/2)         2       Z0

This condition is shown in Figure 2.16(d).
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Fig. 2.16(b) Effect of virtual short circuit at port 4

Fig. 2.16(a) Virtual short circuit at port 4
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We conclude that the hybrid 3 dB coupler provides a good match to its source imped-
ance Z0. Assuming lossless lines, it divides its signal equally at ports 2 and 3. Since signal
travels over l/4 to port 2, there is a phase delay of 90° at port 2 and another 90° phase delay
from port 2 to port 3. Thus the signal arriving at port 3 suffers a delay of 180° from the
signal at port 1.

The response of such a coupler designed for 5 GHz is shown in Figure 2.17. As you can
see for yourself, the signal path from port 1 to port 2 (S21) is 3 dB down at 5 GHz. This is
also true of the signal response to port 3 (S31). The signal attenuation to port 4 is theoret-
ically infinite but this value is outside the range of the graph.

A similar analysis will show that power entering at port 2 will be distributed between
ports 1 and 4 and not at port 3. A similar analysis for port 3 will show power dividing
between ports 1 and 4 but not at port 2. The net result of this analysis shows that signals
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Fig. 2.16(c) Effect of port 3 transferred to port 2

Fig. 2.16(d) Effect of port 2 transferred to port 1

Fig. 2.17 Unadjusted response of the quadrate 3 dB coupler: S21 = signal attenuation path from port 1 to port 2; S31
= signal attenuation path from port 1 to port 3; S41 = signal attenuation path from port 1 to port 4
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into port 2 and 3 are isolated from each other. This is a very useful feature in mixer and
amplifier designs.

The advantage of the quadrature coupler is easy construction but the disadvantage of
this coupler is its narrow operational bandwidth because perfect match is only obtained at
the design frequency where each line is exactly l/4 long. At other frequencies, each line
length is no longer l/4 and signal attenuation increases while signal isolation decreases
between the relevant ports.

Finally, you may well ask ‘if port 4 is at virtual earth, why is it necessary to have a
matched resistor at port 4?’ The reason is that signal balance is not perfect and the resistor
helps to absorb unbalanced signals and minimises reflections.

2.14.2 The ring coupler
Ring forms of couplers have been known for many years in waveguide, coaxial and
stripline configurations. The basic design requirements are similar to that of the quadrature
coupler except that curved lines are used instead of straight lines. One such coupler is
shown in Figure 2.18. The principle of operation of ring couplers is similar to that of
branch-line or quadrature couplers.

2.14.3 The ‘rat-race’ coupler
A sketch of a ‘rat-race’ coupler is shown in Figure 2.19. The mean circumference of the
ring is 1.5l. This coupler is easy to construct and provides good performance for narrow
band frequencies. The characteristic impedance of the coupler ring is Z0

��2 W which in
the case of Z0 = 50 W is a circular 70.7 W transmission line which is 1.5l in circumference.
The four Z0 ports are connected to the ring in such a manner that ports 2 to 3, ports 3 to 1
and ports 1 to 4 are each separated by l/4. Port 4 to port 2 is separated by 0.75l. The oper-
ation of this device is illustrated in Figure 2.20.

If a signal is injected at port 1, the voltage appearing at port 2 is zero, since the path
lengths differ by 0.5l; thus port 2 can be treated as a virtual ground. Hence the transmis-
sion-line portions of the ring between ports 2 and 3, and ports 2 and 4, act as short-
circuited stubs connected across the loads presented at ports 3 and 4. For centre frequency
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Fig. 2.18 The 3 dB ring-form branch-line directional coupler
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operation, these stubs appear as open circuits. Similarly, the transmission line lengths
between ports 3 and 1, and ports 4 and 1, transform the 50 W load impedances at ports 3
and 4 to 100 W (2 Z0) at port 1. When combined at port 1, these transformed impedances
produce the 50 W impedance at port 1. See Figure 2.20(a) and (b).

A similar analysis can be applied at each port, showing that the hybrid exhibits a matched
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Fig. 2.19 The ‘rat-race’ or ‘hybrid ring’ coupler

Fig. 2.20 (a) Equivalent circuit of ring hybrid with port 1 as input and ports 2 and 4 as outputs (transmission-line
model with port 3 as virtual ground); (b) equivalent circuit at centre frequency
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impedance of 50 W or Z0 at all nodes. It should be noted that when port 1 is driven, the
outputs at ports 3 and 4 are equal and in phase, while ideally there is no signal at port 2.
However, when port 2 is driven, the output signals appearing at ports 3 and 4 are equal but
exactly out of phase. Also there is no signal at port 1. Hence ports 1 and 2 are isolated. This
is very useful especially in signal mixing circuits because it enables two slightly different
frequencies, for example ƒ1 at port 1 and ƒ2 at port 2, to be applied to a balanced mixer whose
diodes may be connected to ports 3 and 4 without coupling between the sources at port 1 and
port 3. It also helps to combine the inputs or outputs of two amplifiers without mutual inter-
ference. The unfortunate thing about the ring is that it is a relatively narrow-band device.

2.15 Summary

Chapter 2 has provided you with a thorough basic knowledge of transmission lines and
their properties which you will find very useful in circuit and system design of radio and
microwave systems. You have been introduced to many properties of transmission lines in
this chapter.

In Section 2.3, you were introduced to some of the more frequently used types of trans-
mission lines. These included waveguides, coplanar waveguides, coaxial lines, microstrip
and strip lines, slot lines, twin lines and finally coupled microstrip lines.

In Section 2.4, you were shown how the characteristic impedance of the coaxial, twin
line and microstrip line can be calculated from its physical parameters. The information
demonstrated what properties you should look for if the characteristic impedance of a line
does not behave as expected.

Sections 2.5 and 2.6 demonstrated how the characteristic impedance can be calculated
and measured from primary constants of the line. Section 2.7 mentions some of the more
common impedances associated with commercial transmission lines but it also brought to
your attention that there are many types of lines with the same impedance.

Section 2.8 explained how propagation delay, attenuation and frequency dispersion
affect waveforms as they travel along transmission lines. This was followed by more
discussions on the effects of these properties in Section 2.9.

In Section 2.10, we introduced the concepts of matched and unmatched lines. This was
followed by a thorough discussion of reflection coefficients and voltage standing wave
ratios in Section 2.11.

Section 2.12 dealt with the propagation properties of lines and showed how these can
be derived from the primary constants of the line. The section also showed how optimum
transmission can be achieved.

Section 2.13 showed how transmission lines can be used as transformers, impedance
matching devices, inductive and capacitive reactances which in turn can be used to produce
filters. Microstrip lines are particularly useful for making filters at the higher frequencies
because of their versatility in allowing characteristic impedance changes to be made easily.
There is also a greater tendency to use transmission lines as the tuning elements.

Section 2.14 showed you how transmission lines can be connected to act as signal
couplers.

Finally, you will come across these examples again when we introduce the software
program PUFF in Chapter 4 and carry out some examples to further clarify your theory
and the use of the program.
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3

Smith charts and scattering
parameters

3.1 Introduction

3.1.1 Aims
The aims of this part are to familiarise you with two fundamental necessities in radio engi-
neering; Smith charts and scattering parameters. We start with Smith charts because
they are very useful for amplifier design, gain circles, noise circles, matching network
design, impedance and admittance determination and finding reflection coefficients and
voltage standing wave ratios.

Scattering parameters are important because many basic items such as filters, hybrid
transformers, matching networks, transistors, amplifiers, gain blocks and monolithic
microwave integrated circuits (MMIC) are used and described by manufacturers in terms
of two port networks. You also need s-parameters for circuit and system design.

In this part, Sections 3.2 to 3.4 have been devoted to a description of the Smith chart.
Section 3.5 covers its theory and Sections 3.6 to 3.9 provide examples on Smith chart
applications. Section 3.10 deals with the fundamentals of scattering parameters and
Section 3.11 gives examples of its applications.

3.1.2 Objectives
After reading the section on Smith charts, you should be able to:

• evaluate impedance and admittance networks;
• design impedance and admittance networks;
• design matching networks.

After reading the section on scattering parameters, you should be able to:

• understand scattering parameters;
• use two port scattering parameters efficiently;
• design two port scattering networks;
• evaluate two port scattering networks;
• calculate the frequency response of networks;
• calculate the gain of two port networks or an amplifier;
• calculate the input impedance of two port networks or an amplifier;
• manipulate two port data into other types of parameter data.
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3.2 Smith charts

3.2.1 Introduction
The Smith chart is intended to provide a graphical method for displaying information, for
impedance matching using lumped and distributed elements and is particularly useful in
solving transmission line problems. It avoids the tedious calculations involved in applying
the expressions obtained and proved in Part 2. It is an alternative check to your calcula-
tions and provides a picture of circuit behaviour to help you visualise what happens in a
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Fig. 3.1 Smith chart
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circuit. The Smith chart1 was devised by P.H. Smith in the late 1930s and an improved
version was published in 1944. It is shown in Figure 3.1.

The Smith chart is based on two sets of circles which cut each other at right-angles. One
set (Figure 3.2) represents the ratio R/Z0, where R is the resistive component of the line
impedance Zx = R + jX. Z0 is usually taken as the characteristic impedance of a transmis-
sion line. Sometimes Z0 is just chosen to be a number that will provide a convenient
display on the Smith chart. The other set of circles (Figure 3.3) represents the ratio jX/Z0,

90 Smith charts and scattering parameters

1 The Smith chart is a copyright of Analog Instruments Co., P.O. Box 808, New Providence, NJ07974, USA. 

Fig. 3.2 Resistive circles of 0, 0.2, 0.4, 1, 2, 4 and 20 are shown in bold
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where X is the reactive component of the line impedance Zx = R + jX. Z0 is usually taken
as the characteristic impedance of a transmission line. Sometimes Z0 is just chosen to be
a number that will provide a convenient display on the Smith chart. In both cases of
normalisation, the same number must be used for both resistance and reactance normali-
sation. The circles have been designed so that conditions on a lossless line with a given
VSWR can be found by drawing a circle with its centre at the centre of the chart.

Figures 3.1, 3.2 and 3.3 are full detailed versions of the Smith chart. When electronic
versions of the chart are used, such detail tends to clutter a small computer screen. In such
cases, it is best to show an outline Smith chart and to provide the actual coordinates in
complex numbers. This is the system which has been used by the software program PUFF,
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Fig. 3.3 Reactance arcs of circles for j = ±0, 0.2, 0.4, 1, 2, 4

Da Silva Part 3  15:2:2001 9:59 am  Page 91



provided with this book. There is also another Smith chart program called MIMP2

(Motorola Impedance Matching Program).

3.2.2 Plotting impedance values
Any point on the Smith chart represents a series combination of resistance and reactance of
the form Z = R + jX. Thus, to locate the impedance Z = 1 + jl, you would find the R = 1
constant resistance circle and follow it until it crosses the X = 1 constant reactance circle.
The junction of these two circles would then represent the needed impedance value. This
particular point, A shown in Figure 3.4, is located in the upper half of the chart because X is
a positive reactance or inductive reactance. On the other hand, the point B which is 1 – jl is

92 Smith charts and scattering parameters

Fig. 3.4 Some values on a simplified Smith chart

2 At the time of writing, this program can be obtained free from some authorised Motorola agents. This
program provides active variable component matching facilities.
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located in the lower half of the chart because, in this instance, X is a negative quantity and
represents capacitive reactance. Thus, the junction of the R = 1 constant resistance circle
and the X = –1 constant reactance circle defines that point. In general, then, to find any
series impedance of the form R + jX on a Smith chart, you simply find the junction of the
R = constant and X = constant circles.

In order to give you a clearer picture of impedance values on the Smith chart, we plot
additional impedance values in Figure 3.4. These values are shown in Table 3.1.

Try to plot these values on Figure 3.4 and check if you get the correct values.

In some cases, you will not find the circles that you want; when this happens, you will
have to interpolate between the two nearest values that are shown. Hence, plotting imped-
ances on the Smith chart produces a plotting error. However, the error introduced is rela-
tively small and is negligible for practical work.

If you try to plot an impedance of Z = 20 + j20 W, you will not be able to do it accu-
rately because the R = 20 and X = 20 W circles would be (if they were drawn) on the
extreme right edge of the chart – very close to infinity. In order to facilitate the plotting of
larger impedances, normalisation is used. That is, each impedance to be plotted is divided
by a convenient number that will place the new normalised impedance near the centre of
the chart where increased accuracy in plotting is obtained. For the preceding example,
where Z = 20 + j20 W, it would be convenient to divide Z by 100, which yields the value
Z = 0.2 + j0.2. This is very easily found on the chart.

The important thing to realise is that if normalisation is carried out for one impedance
then all impedances plotted on that chart must be divided by the same number in the
normalisation process. Otherwise, you will not be able to use the chart. Last but not least,
when you have finished with your chart manipulations, you must then re-normalise
(multiply by the same number used previously) to get your true values.

Example 3.1
Plot the points (0.7 – j0.2), (0.7 + j0.3), (0.3 – j0.5) and (0.3 + j0.3) on the Smith chart in
Figure 3.4.

Solution. The above points are all shown on the Smith chart in Figure 3.5. Check your
plotting points in Figure 3.4 against those in Figure 3.5.

3.2.3 Q of points on a Smith chart
Since the quality factor Q is defined as reactance/resistance, it follows that every point on
the Smith chart has a value of Q associated with it. For example, the plotted points of
Example 3.1 are shown in Table 3.2.
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Table 3.1 Impedance values for points plotted in Figure 3.4

A = 1 + j1 B = 1 – j1 C = 0 + j0
D = 0.2 + j0.2 E = 0.2 + j0.7 F = 0.2 + j1.2
G = 0.5 + j0.5 H = 1 + j0 I = ∞ + j0
J = 6 + j2 K = 0.2 – j0.6 L = 0.5 – j0.2
M = 0.6 – j2 N = 5 – j5
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At the moment, it is not clear as to what can be done with these Q values but you will
understand their validity later when we investigate broadband matching techniques in
Section 3.8.2.

3.2.4 Impedance manipulation on the chart

Figure 3.5 indicates graphically what happens when a series capacitive reactance of –j0.5
W is added to an impedance of Z = (0.7 + j0.3) W. Mathematically, the result is

94 Smith charts and scattering parameters

Table 3.2 Q values of the points in Example 3.1

Resistance Reactance Q = |X |/R
(R) (X)

0.7 –0.2 0.286
0.7 +0.3 0.429
0.3 –0.5 1.667
0.3 +0.3 1.000

Fig. 3.5 A = 0.7 + j0.3, B = 0.7 – j0.2, C = 0.3 – j0.5, D = 0.3 + j0.3
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Z = (0.7 + j0.3 – j0.5) W = (0.7 – j0.2) W

which represents a series RC quantity. Graphically, we have plotted (0.7 + j0.3) as point A
in Figure 3.5. You then read the reactance scale on the periphery of the chart and move
anti-clockwise along the R = 0.7 W constant resistance circle for a distance of X = –j0.5 W.
This is the plotted impedance point of Z = (0.7 – j0.2) W, shown as point B in Figure 3.5.

Adding a series inductance to a plotted impedance value simply causes a move clock-
wise along a constant resistance circle to the new impedance value. Consider the case in
Figure 3.5 where a series inductance j0.8 W is added to an impedance of (0.3 – j0.5) W.
Mathematically the result is

Z = (0.3 – j0.5 + j0.8) W = (0.3 + j0.3) W

Graphically, we have plotted point (0.3 – j0.5) in Figure 3.5 as point C then moved along
the 0.3 resistance circle and added j0.8 to that point to arrive at point D.

In general the addition of a series capacitor to a plotted impedance moves that imped-
ance counter-clockwise along a constant resistance circle for a distance that is equal to the
reactance of the capacitor. The addition of a series inductor to a plotted impedance moves
that impedance clockwise along a constant resistance circle for a distance that is equal to
the reactance of the inductor.

3.2.5 Conversion of impedance to admittance
The Smith chart, described so far as a family of impedance coordinates, can easily be used
to convert any impedance (Z) to an admittance (Y), and vice-versa. In mathematical terms,
an admittance is simply the inverse of an impedance, or

1
Y = — (3.1)

Z

where, the admittance (Y) contains both a real and an imaginary part, similar to the imped-
ance (Z). Thus

Y = G ± jB (3.2)
where

G = conductance in Siemens (S)
B = susceptance in Siemens (S)

To find the inverse of a series impedance of the form Z = R + jX mathematically, you would
simply use Equation 3.1 and perform the necessary calculation. But, how can you use the
Smith chart to perform the calculation for you without the need for a calculator? The easi-
est way of describing the use of the chart in performing this function is to first work a prob-
lem out mathematically, and then plot the results on the chart to see how the two functions
are related. Take, for example, the series impedance Z = (1 + jl) W. The inverse of Z is

1 1
Y = ———— = —————— = 0.7071 S ∠ –45° = (0.5 –j0.5) S

1 + j1 W    1.414 W ∠45°

If we plot the points (1 + jl) and (0.5 – j0.5) on the Smith chart, we can easily see the
graphical relationship between the two. This construction is shown in Figure 3.6. Note that
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the two points are located at exactly the same distance (d) from the centre of the chart but
in opposite directions (180°) from each other. Indeed, the same relationship holds true for
any impedance and its inverse. Therefore, without the aid of a calculator, you can find the
reciprocal of an impedance or an admittance by simply plotting the point on the chart,
measuring the distance (d) from the centre of the chart to that point, and then plotting the
measured result the same distance from the centre but in the opposite direction (180°) from
the original point. This is a very simple construction technique that can be done in seconds.

Example 3.2
Use the Smith chart in Figure 3.6 to find the admittance of the impedance (0.8 – j1.6).

Given: Z = (0.8 – j1.6)
Required: Admittance value Y

Solution. The admittance value is located at the point (0.25 + j0.5). You can verify this
yourself by entering the point (0.8 – j1.6) in Figure 3.6. Measure the distance from your
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Fig. 3.6 Changing an impedance to admittance::  A = (1 + j1) Ω, B = (0.5 – j0.5) S
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point to the chart centre. Call this distance d. Draw a line of length 2d, from your point
through the centre of the chart. Read off the coordinates at the end of this line. You should
now get (0.25 + j0.5).

3.3 The immittance Smith chart

Alternatively, we can use another Smith chart, rotate it by 180°, and overlay it on top of
a conventional Smith chart. Such an arrangement is shown in Figure 3.7. The chart that
you see in Figure 3.7 is one which I have prepared for you. Detailed charts are also
obtainable commercially as Smith chart3 Form ZY-01-N. With these charts, we can plot
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3 Smith chart Form ZY-01-N is a copyright of Analog Instruments Co, P.O. Box 808, New Providence, NJ
07974, USA.

Fig. 3.7 Immittance Smith chart – reading a point as an impedance or admittance
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the coordinates (1 + j1) directly on the impedance chart and read its admittance equivalent
(0.5 – j0.5) on the rotated admittance chart directly. Another approach that we could take
(if we are working solely with admittances) is to just rotate the chart itself 180° and manip-
ulate values on the chart as admittances. This will be shown more clearly in the next section.

3.4 Admittance manipulation on the chart

In this section, we want to present a visual indication of what happens when a shunt
element is added to an admittance. The addition of a shunt capacitor is shown in Figure
3.8. For an example we will choose an admittance of Y = (0.2 – j0.6) S and add a shunt
capacitor with a susceptance (reciprocal of reactance) of +j0.9 S. Mathematically, we
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Fig. 3.8 Impedance chart used as an admittance chart: A = (0.2 – j0.6) S, B = (0.2 + j0.3) S, C = (1.2 + j0.4) S, D =
(1.2 – j0.6) S
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know that parallel susceptances are simply added together to find the equivalent suscep-
tance. When this is done, the result becomes:

Y = (0.2 – j0.6) S + j0.9 S = (0.2 + j0.3) S

If this point is plotted on the admittance chart, we quickly recognise that all we have done
is to move along a constant conductance circle (G) clockwise a distance of jB = 0.9 S. In
other words, the real part of the admittance has not changed, only the imaginary part. 

Similarly, if we had a point (1.2 + j0.4) S and added an inductive susceptance of
(–j10) S to it, we would get (1.2 + j0.4) S – j10 S = (1.2 – j0.6) S. This is also shown in
Figure 3.8. Hence, adding a shunt inductance to an admittance moves the point along a
constant conductance circle counter-clockwise a distance (–jB) equal to the value of its
susceptance, –j10 S, as shown in Figure 3.8.

3.5 Smith chart theory and applications

This section deals with the derivation of the resistance (R) and reactance (X) circles of the
Smith chart (see Figure 3.9). If you are prepared to accept the Smith chart and are not inter-
ested in the theory of the chart, then you may ignore all of Section 3.5.1 because it will not
stop you from using the chart.

3.5.1 Derivations of circles
Our definitions are:

(i) the normalised load impedance is

(ii) the reflection coefficient is

G = p + jq (3.4)

Here p (for in-phase) is the real part of G and q (for quadrature) is the imaginary part. From
Part 2, we use the definition for G = (ZL– Z0)/(ZL+ Z0) and changing into normalised
values by using Equation 3.3, we obtain

and by transposing

1 + G
z = ——

1 – G

Substituting z from Equation 3.3 and Γ from Equation 3.4 gives

1 + p + jq
r + jx = ————

1 – p – jq
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To rationalise the denominator, multiply through by [(1 – p) + jq]. This gives

Equating real parts

Equating imaginary parts
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Fig. 3.9 Resistive and reactive circles in the Smith chart
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First, we derive the equation of an r circle. From Equation 3.5

r(1 – 2p + p2 + q2) = (1 – p2 – q2)

and 

(r + 1)p2 – 2pr + (r + 1)q2 = 1 – r

Dividing throughout by (r + 1)

To complete the square in p, add r2/(r + 1)2 to both sides. This gives

and

This is the equation of a circle, with centre at [p = r/(r +1), q = 0] and radius 1/(r + 1). For
any given value of r, the resultant is called a constant-r circle, or just an r circle.

Next, we derive an equation of an x circle. From Equation 3.6

x(1 – 2p + p2 + q2) = 2q

Dividing throughout by x

To complete the square, we add 1/x2 to both sides:

and

This is the equation of a circle, with centre at [p = 1, q = 1/x] and radius, 1/x. For any
given value of x, the resultant circle is called a constant-x circle, or just an x circle.

3.5.2 Smith chart applications
As the proof and theory of the Smith chart has already been explained in Section 3.5.1, we
will now concentrate on using the chart. We will commence by using the chart to find
reflection coefficients and impedances of networks, then progress on to using the chart for
matching with λ/4 transformers and tuning stubs.
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3.6 Reflection coefficients and impedance networks

3.6.1 Reflection coefficients
The Smith chart can be used to find the reflection coefficient at any point, in modulus-and-
angle form. If we plot the point (0.8 – j1.6) denoted by point A on the Smith chart of Figure
3.10 and extend the line OA to B, we will find by measurement that the angle BOC is about
–55.5°. You will not see this angle scale in Figure 3.10 because our condensed Smith chart
does not have an angle scale.4

The modulus of the reflection coefficient can be found from Equation 2.38 which states
that

102 Smith charts and scattering parameters

4 The full Smith chart also carries an angle scale. See Figure 3.1.

Fig. 3.10 Reflection coefficient: A = (0.8 – j1.6), angle BOC = –55.5°
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So, rearranging

In our example, VSWR5 ≈ 5, so |Γv| ≈ (5 – 1)/(5 + 1) = 0.667 and hence the reflection coef-
ficient = 0.667/–55.5°.

Some Smith charts such as Figure 3.1 do have ‘radially scaled parameters’ scales, and
it is possible to obtain the reflection coefficient magnitude directly by simply measuring
the radius of the VSWR circle and reading off the same distance on the voltage reflection
coefficient scale. Alternatively, use Equation 2.38a to calculate it.

Example 3.3
In Figure 3.11, the VSWR circle has a radius of 0.667. An impedance is shown on the
Smith chart as point B which is (0.25 – j0.5). What is its reflection coefficient?

Given: VSWR circle radius = 0.667. 
Impedance at point B = (0.25 – j0.5).

Required: Voltage reflection coefficient Γ.

Solution. The answer is 0.667 /–124°. This is shown as point C in Figure 3.11.
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5 VSWR is obtained by completing the circle enclosing the point A (Figure 3.10). It is then read off the inter-
section between the circle and the real axis and in this case = 5. Proof of this will be given when we derive
Equation 3.14.

Γv
VSWR

VSWR
= −

+
1

1

Fig. 3.11 Smith chart for Examples 3.3 and 3.4
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Example 3.4
In Figure 3.11, the VSWR circle has a radius of 0.667. If the angle AOD is +156°, what
impedance does the point E represent on the Smith chart?

Given: VSWR circle radius = 0.667
AOD = +156°.

Required: Impedance at point E.

Solution. The answer is approximately 0.21 + j0.21. This is shown as point E in Figure
3.11.

3.6.2 Impedance of multi-element circuits
The impedance and/or admittance of multi-element networks can be found on the Smith
chart without any calculations.

Example 3.5
What is (a) the impedance and (b) the reflection coefficient looking into the network
shown in Figure 3.12?

Given: Network shown in Figure 3.12.
Required: (a) Input impedance, (b) reflection coefficient.

104 Smith charts and scattering parameters

Fig. 3.12 Network to be analysed

Fig. 3.13 Circuit of Figure 3.12 dis-assembled for analysis
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Solution. The problem is easily handled on a Smith chart and not a single calculation
needs to be performed. The solution is shown by using Figure 3.13.

(a) To find the impedance, proceed as follows.
(1) Separate the circuit down into individual branches as shown in Figure 3.13. Plot

the series branch where Z = (1 + j1.2) W. This is point A in Figures 3.13 and
3.14.

(2) Add each component back into the circuit – one at a time. The following rule is
particularly important. Every time you add an impedance, use the impedance part
of the chart. Every time you add an admittance, use the admittance part of the
chart. If you observe the above rule, you will have no difficulty following the
construction order below:
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Fig. 3.14 Plot of Example 3.5: A = (1 + j1.2 ) Ω or (0.41 – j0.492) S, B = (0.3 + j0.8) Ω or (0.41 – j1.092) S, C = (0.3
– j0.2) Ω or (2.3326 + j1.522) S, D = (0.206 – j0.215) Ω or (2.326 + j2.422) S, E = (0.206 + j0.635) Ω or (0.462 –
j1.425) S, F = 0.746 ∠ 113.58°
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Arc AB = shunt L  = – jB = –0.6 S
Arc BC = series C = –jX = –1.0 Ω
Arc CD = shunt L  = +jB = +0.9 S
Arc DE = series C = +jX = +0.85 Ω

(3) The impedance value (point E) can then be read directly from Figure 3.14. It is
Z = (0.2 + j0.63).

(b) To find the reflection coefficient, proceed as follows.
(1) Draw a line from the centre of the chart (Figure 3.14) through the point E to cut

the chart periphery at point F. Measure the distance from the chart centre O to
point E and transfer this distance to the reflection coefficient scale (if you have
one) to obtain its value.6 This value is 0.74.

(2) Read the angle of intersection of the line OE and the periphery. This angle is 114°.
(3) Hence the value of the reflection coefficient is 0.74 ∠114°.

3.7 Impedance of distributed circuits

In the previous example, we showed you how the Smith chart can be used for lumped
circuit elements. In Sections 3.7 and 3.8, we will show you how the Smith chart can also
be used with distributed circuit elements like transmission lines.

For ease of verifying Smith chart results, some of the transmission line expressions
derived earlier will now be repeated without proof. These are:

For a lossless line, with g = jb, this becomes

Equation 3.9 has been shown to be

Equation 3.11 can also be written in the form

It is also possible to divide each term in Equation 3.12 by (Z0 cosh gl) and, remembering
that for a lossless line that tanh gl = j tan bl, we get
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6 The unfortunate part of this condensed Smith chart is that we do not have a voltage reflection coefficient
scale. So please accept my answer for now until we use PUFF. Alternatively, use Equation 2.38a to calculate it.

Z Zl

l

l= +
−

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

−

−0

2

2
1

1

Γ
Γ

v

v

e

e

γ

γ (3.9)

Z Zl

l

l
= +

−

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

−

−0

2

2
1

1

Γ
Γ

v
j

v
j

e

e

β

β (3.10)

Z Z
Z l Z l

Z l Z lin
L

L
= +

+
⎡

⎣
⎢

⎤

⎦
⎥0

0

0

sinh cosh

cosh sinh

γ γ
γ γ

(3.11)

Z

Z

Z l Z l

Z l Z l
in L

L0

0

0
= +

+
⎡

⎣
⎢

⎤

⎦
⎥

sinh cosh

cosh sinh

γ γ
γ γ (3.12)

Da Silva Part 3  15:2:2001 10:00 am  Page 106



Note Equations 3.12 and 3.13 have been normalised with respect to Z0. Although stated
earlier, we will re-iterate that normalisation is used on Smith charts because it enables a
larger range of values to be covered with greater accuracy on the same chart. However, if
we divide a value by Z0 (normalised) before entering it on the Smith chart, it stands to
reason that we must then multiply the Smith chart result by Z0 (re-normalised) to gets its
true value.

Nowadays, the above mathematical calculations can be easily programmed into a
computer, and you may well question the necessity of the Smith chart for line calculations.
However, as you will see shortly the Smith chart is more than just a tool for line calcula-
tions; it is invaluable for gaining an insight into line conditions for matching purposes,
parameter presentation, constant gain circles, stability and instability circles, Qs of
elements, standing-wave ratios, and voltage maxima and minima positions.

The input and output impedances of transistors are usually complex, with a significant
reactive component. The Smith chart is particularly useful for matching purposes when a
transmission line is terminated by the input of a transistor amplifier, or when the line is
driven from an amplifier. Matching is necessary because it avoids reflections on the lines
and ensures maximum power transfer from source to load.

3.7.1 Finding line impedances
Smith charts can be used to find line impedances as demonstrated by the following ex-
amples.

Example 3.6
A transmission line with a characteristic impedance Z0 = 50 Ω is terminated with a load
impedance of ZL = (40 – j80) Ω. What is its input impedance when the line is (a)  0.096λ,
(b) 0.173λ and (c) 0.206λ?

Given: Z0 = 50 Ω, ZL = (40 – j80) Ω.
Required: The input impedance Z in of the terminated line when (a) the line is 0.096λ, (b)
0.173λ and (c) 0.206λλ.

Solution. First, the load impedance is expressed in normalised form as

This value is plotted on the chart as point A in Figure 3.15. Note that this point is the inter-
section of the arcs of two circles. The first is that which cuts the horizontal axis labelled
‘resistance component (R /Z0)’ at the value 0.8. Because the reactive component is nega-
tive, the second circle is that which cuts the circular axis on the periphery labelled ‘capac-
itance reactance component (–jX/Z0)’ at the value 1.6. A line is now drawn from the centre
of the Smith chart (point 1 + j0) through the point 0.8 – j1.6 and projected to the periph-
ery of the circle to cut the ‘wavelengths towards generator’ circle at 0.327l. This is shown
as point B.
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Next, a circle is drawn with its centre at the centre of the chart (point 1 + j0), passing
through the load impedance value (point A) in Figure 3.15. This circle represents all possi-
ble line impedances along the transmission line and we will call it our impedance circle.7

(a) We wish to know Z in when the TX line is 0.096l long. For this, we start at the point
B, 0.327l on the ‘wavelengths towards generator’ circle and move 0.096l in the direc-
tion of the generator (i.e. away from the load). Since 0.327l + 0.096l = 0.423l, the
point we want is 0.423l on the ‘wavelengths towards generator’ circle. I have denoted
this point as point C. From C, draw a straight line to the Smith chart centre. Where this
line cuts our impedance circle, read out the value at the intersection. I read it as (0.25
– j0.5) and have marked it as point D. To get the actual value, I must re-normalise the
chart value by 50 W and get (0.25 – j0.5) × 50 W = (12.5 – j25) W.

108 Smith charts and scattering parameters

Fig. 3.15 Finding input impedance of a line::  A = 0.8 – j1.6, B = 0.327l, C = 0.423l, D = 0.25 – j0.5 E = 0.5l, or
0l, F = 0.2 + j0, G = 0.033l, H = 0.2 + j02, I = 0.077l, J = 0.25 – j0.5, K = 5 + j0

7 This circle is also called the voltage standing wave ratio (VSWR) circle.
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(b) For the case where the line length is 0.173l, I must move 0.173l on the ‘towards the
generator’ scale from the same starting point of 0.327l, i.e. point B. So I must get to
the point (0.327 + 0.173)l or 0.5l on the ‘wavelengths towards generator’ scale. This
is shown as point E in Figure 3.15. Joining point E with the Smith chart centre shows
that I cut our original impedance circle at the point F, where the value is (0.2 + j0). To
get the true value, I must re-normalise, (0.2 + j0) × 50 W = (10 + j0) W.

Note: It is possible to get a pure resistance from a complex load by choosing the right
length of transmission line. This is very important as you will see later when we do designs
on matching complex transistor loads to pure resistances.

(c) For the case where the line length is 0.206l, I must move 0.206l on the ‘towards the
generator’ scale from the same starting point of 0.327λ, i.e. point B. This scale only
goes up to 0.5l and then restarts again. So I must get to 0.5l which is a movement of
(0.5 – 0.327)l or 0.173l then add another (0.206 – 0.173)λ or 0.033l to complete the
full movement of 0.206l to arrive at point G. Joining point G with the Smith
chart centre shows that I cut our original impedance circle at the point H, where the
value is (0.2 + j0.2). To get the true value, I must re-normalise, (0.2 + j0.2) × 50 W
= (10 + j10) W.

If you wish, you may confirm these three values (12.5 – j25) W, 10 W and (10 + j10) W by
calculations using Equation 3.11 but bear in mind that you will have to change the wave-
length8 into radians before applying the equation.

Example 3.7
Show that, when ZL = RL + j0 on a lossless line, the VSWR equals RL/Z0. (Hint: First find
the reflection coefficient of the load.)

Solution. Using Equation 2.28

ZL – Z0Γv = ———— 
ZL + Z0

When ZL = RL, this becomes

RL – Z0Γv = ————  
RL + Z0

Here, both R L and Z 0 are purely resistive, so Γv is a real number. Using Equation
2.38

because Γv is real. So
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8 One wavelength = 2π radians.
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Hence

It has been shown in Example 3.7 that when ZL = RL, and Z0 is resistive, the VSWR is
given simply by VSWR = RL/Z0. In this case RL/Z0 = 5.0 (point K in Figure 3.15), so the
VSWR is 5.0. Thus the point where the circle cuts the right-hand horizontal axis gives the
VSWR on the line.

Looking at successive points around the standing-wave circle drawn through the load
impedance is equivalent to looking at successive points along a lossless line on which the
VSWR equals that of the circle. The successive values of input line impedances at points D,
F, H, K around the circle correspond to line impedances at successive points along the line.
The distance along the line is directly proportional to the angle around the standing-wave
circle. One complete revolution takes us from a voltage minimum at the point F in Figure 3.15,
where Z in = 0.2 Z0, to the point opposite this on the circle with a voltage maximum where Z in
= 5 Z0 at point K, and back to the first minimum. Since standing-wave minima repeat every
half wavelength, one complete revolution corresponds to λ/2. The peripheral scales marked
‘wavelengths towards generator’ and ‘wavelengths towards load’ are calibrated accordingly.

Figure 3.15 shows that, for our example, the position (point F) of the first voltage mini-
mum is at 0.173λ back from the load, clockwise around the scale ‘wavelengths toward
generator’. The first maximum (point K) is shown at [(0.5 – 0.327) + 0.25]λ or 0.423λ from
the load, clockwise around the ‘wavelengths towards generator’ scale. The distance between
voltage maxima and minima is 0.25λ as you should expect from transmission line theory.

Example 3.8
Use the Smith chart in Figure 3.15 to find the line impedance at a point one quarter wave-
length from a load of (40 – j80) Ω.

Given: ZL = (40 – j80)Ω, l = λ/4.
Required: Z @ λ/4 from ZL.

Solution. Moving around the chart away from the load and towards the generator (that is
clockwise) through 0.25l (that is 180°) brings us to the normalised impedance (0.25 +
j0.5), point J in Figure 3.15. Since the chart was normalised to 50 Ω, to get the true value
we must multiply (0.25 + j0.5) × 50 = (12.5 + j25) Ω.

3.8 Impedance matching

When a load such as a transistor input, with a substantial reactive component, is driven from
a transmission line, it is necessary to match the load to the line to avoid reflections and to
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transfer the most power from source to load. The reactive component of the load can be
tuned out, and the resistive component matched to the line, using a matching network of
inductors and capacitors. However, at UHF and microwave frequencies, lumped inductors
and capacitors can be very lossy, and much higher Q values can be obtained by using addi-
tional sections of transmission line instead. There are two common techniques used, the
quarter-wavelength transformer and the stub tuner. These are described below.

3.8.1 Impedance matching using a λ/4 transformer
This is shown by Example 3.9 which first uses a line length to convert a complex load to
a resistive load and then uses a 1/4 line transformer to transform the resistive load to match
the desired source impedance.

Example 3.9
Figure 3.15 shows how a quarter-wavelength section of line can be used to match a load, such
as the input of a transistor, to a line. Suppose the load has the normalised value of the previ-
ous example, that is (0.8 – j1.6), point A in Figure 3.15. First, the Smith chart is used to choose
a length l of line which, when connected to the load, will have a purely resistive input imped-
ance. In this example, the length could be either 0.173λ, with a normalised input impedance
of 0.2 (point F in Figure 3.15) or 0.432λ with a normalised input impedance of 5.0 (point K
in Figure 3.15). Suppose we choose the higher value, with l = 0.432λ and Z /Z0 = 5.0.

Next, we calculate the characteristic impedance of the quarter-wave section. It is required
to match Z in to the input line which is Z0, so its input impedance Z in must equal Z0.

The λ/4 transformer. The equation for a quarter-wave transformer has been derived in
Chapter 2 as Equation 2.57. To distinguish the main transmission line impedance (Z0)
from the λ/4 transformer line impedance, we shall denote the latter as Z0t. Therefore

Since we wish to make Z in of the l/4 transformer match Z0, we therefore get

Normalising, this becomes

In the example, ZL/Z0 = 5.0. Therefore

Therefore, the λ/4 transformer characteristic impedance, Z0t = 2.24 Z0. With Z0 = 50 Ω

Z0t = 2.24 × 50 Ω ≈ 112 Ω

In microstrip, an impedance of 112 Ω is possible but the microstrip itself is beginning
to get narrow and fabrication accuracy of the 112 Ω line might be more difficult.
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Example 3.10
Find the characteristic impedance Z0t of a λ/4 transformer required for the case when
ZL/Z0 = 0.2, and Z0 = 50 Ω.

Solution. Again using Equation 2.57

So, with Z0 = 50 Ω
Z0t = 0.447 × 50 ≈ 22 Ω

The answer to Example 3.7 shows that the required λ/4 line’s characteristic impedance
turns out to be low. In microstrip, a low line impedance means that the microstrip itself is
wider and in some cases this might be an easier fabrication process.

In general, a higher value of Z0t results if a λ/4 transformer is coupled to a standing-
wave voltage maxima on the matching line, and a lower value of Z0t results if a λ/4 trans-
former is coupled to a standing-wave voltage minima on the matching line. The choice as
to where the λ/4 transformer is coupled will depend on circumstances such as physical
size, dielectric constants of microstrip line, etc.

3.8.2 Broadband matching using λ/4 transformers
Broadband matching is used when we want to achieve the best compromise match between
source and load across a given bandwidth. Compromise is necessary because perfect
matching at all individual frequencies is not feasible. The term ‘broadband’ implies that
impedance compensation should be achieved over frequency ranges larger than 50% of the
central frequency.

Distributed elements, due to their fixed geometric characteristics, are usually poor
performers when broadband performance is required. There are, nevertheless, distributed
networks that exhibit better broadband performance than others. For example, the λ/4 line
transformer of Figure 3.16(a) allows matching over a small frequency band, while two λ/4
lines in cascade (Figure 3.16(b)) provide a greater matching bandwidth and, of course, the
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Fig. 3.16 Layout of line transformers: (a) one l/4; (b) two l/4 lines in cascade; (c) five l/4 lines cascaded

Z Z Z Z0 0 0 0 2 0 447t L= = =. .
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five λ/4 cascaded transformers of Figure 3.16(c) would provide an even greater bandwidth.
In general cascading more quarter-wave transformers provides greater bandwidth.
However, you should be aware that λ/4 line transformers can only be used in the GHz
range because below these frequencies λ/4 lengths can be very long. For example at 30
MHz in air, λ/4 = 2.5 m. When quarter-wave length lines are required at low frequencies,
the lumped circuit equivalent of a quarter-wave line length (often a π circuit) is used.

In the next example, we will investigate the difference in bandwidth obtained between
using a single λ/4 transformer and a transformer produced by two λ/4 lines in cascade.
However, before commencing, it is worth investigating how the Smith chart can be used to
help design. In Section 3.2.3, we showed that any point on the Smith chart has a Q value asso-
ciated with it. The locus of impedances on the chart with the same Q is an arc that crosses the
open-circuit and short-circuit loads. Several Q arcs are shown in Figure 3.17. The Q arcs in
the Smith chart can be used to provide the limits within which the matching network should
remain in order to provide a larger operational bandwidth. Remembering that Q = fcentre/fband-

width, it follows that for a given centre frequency a wider bandwidth requires a lower Q.

Example 3.11
A source impedance Z S of (50 + j0) is to be matched to a load of (100 + j0) over 
a frequency range of 600–1400 MHz. Match the source and load by using (a) one 
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Fig. 3.17 Constant-Q arcs on the Smith chart
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quarter-wave transformer and (b) two quarter-wave transformers. (c) Sketch a graph of
the reflection coefficient against frequency.

Given: ZS = (50 + j0) Ω, ZL = (100 + j0) Ω, bandwidth = 600–1400 MHz.
Required: (a) Matching network using one λ/4 transformer, (b) matching network using
two λ/4 transformers, (c) a sketch of their network reflection coefficient against bandwidth.

Solution

(a) Use one quarter-wave transformer as in the circuit of Figure 3.16(a). We start by using
Equation 2.57 which is Z in = Z0

2/ZL which yields

(b) Use two quarter-wave transformers as in Figure 3.18. Note in this case, I have called
the characteristic impedance of the first λ/4 line from the load, Z0t1 and the character-
istic impedance of the second λ/4 line from the load, Z0t2.

From Equation 2.57

ZA = (Z0t1)2/ZL

Again using Equation 2.57, and substituting for ZA

Z in = (Z0t2)2/ZA = (Z0t2)2/(Z0t1)2/ZL

Sorting out, we get

Bearing in mind that Z in must match the Zs and substituting in values

If I choose a value of 60 Ω for Z0t2 then Z0t1 = 1.414 × 60 = 84.85 Ω
(c) If the reflection coefficients of the network 1 and network 2 are plotted against

frequency, you will get Figure 3.19. I have also included Table 3.3 to give you some
idea of the difference between the networks. From both the table and the graph, you
should note that the two λ/4 network has lowered the reflection coefficient by approx-
imately 6 dB at 600 MHz and 1400 MHz. There has also been a reduction of about
12.8 dB at 800 MHz and 1200 MHz.
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Fig. 3.18 Matching with two quarter-wave transformers
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Note: The Smith chart graphics and calculations to obtain this graph are quite long; to
save work, I have used the PUFF software supplied with this book.

3.8.3 Impedance matching using a stub tuner
An alternative method to impedance matching by λ/4 transformers is shown in Figure 3.20
where a transmission line stub (stub matching) is tapped into the main transmission line
R0 at a distance l1 from the load ZL to provide a good match between ZL and a source
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Fig. 3.19 Matching with λ/4 line transformers: using one l/4 transformer; using two l/4 transformers

Table 3.3 Reflection coefficient (dB) against frequency (GHz)

(GHz) 0.6 0.8 1.0 1.2 1.4
One l/4 TX –13.83 –19.28 > –60 –19.28 –13.83
Two l/4 TXs –18.81 –32.09 –38.69 –32.09 –18.81

Fig. 3.20 Principle of stub matching
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generator, R0. The process appears simple enough but the line length l1 and the stub length
are critical and must be carefully controlled for a good match.

There are several methods of calculating these line lengths and we will give you two
methods at this stage. These are explained and illustrated in Tables 3.4 and 3.5 . Examples
of how these methods are used in calculating line lengths are given in Example 3.11 which
follows after the explanation.

Example 3.12 is an example of how stub matching is carried out on a Smith 
chart.

116 Smith charts and scattering parameters

Table 3.4 (Matching method 1)

Step 1
ZL is the load which is to be matched to the
transmission line, R0, and its generator, R0 for
maximum power transfer and a good match. Line
l1 is the line length which will be used to trans-
form the load to the plane AA′.

Step 2
Convert the load ZL into its admittance form, i.e.
conductance GL and susceptance BL.

Step 3
Transform via line length l1, conductance GL and
susceptance BL to GL′ and BL′. Choose line
length l1 so that GL′ = 1/R0, i.e. 1 on the conduc-
tance circle. Ignore the reactive component BL′
for the time being.

Step 4
Introduce a reactive conjugate component (BL′)*
to tune out BL′. The net result is that they cancel
out the effect of each other.

Step 5
Since the effects of the reactive elements have
been cancelled, the net result is a conductance
GL′.

Step 6
This figure results when GL′ is mathematically
transformed back to R0. We now have a good
matched system for maximum power transfer.
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Example 3.12
A series impedance load (40 – j80) W is to be matched to a generator source of 50 W via
a 50 W transmission line. Design a single stub matching system to provide this result.

Given: ZL = (40 – j80) Ω, Zg = 50 Ω, Z0 = 50 Ω.
Required: A single stub matching system.

Solution. Two methods will be given. Method 1 is depicted in Figure 3.21 and Method 2
is shown in Figure 3.22.
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Table 3.5 (Matching method 2)

Step 1
ZL is the load which is to be matched to the
transmission line, R0, and its generator, R0 for
maximum power transfer and a good match. Line
l1 is the line length which will be used to trans-
form ZL to the plane AA′.

Step 2
At plane AA′, the load ZL has been transformed
via line length l1 to ZL′.

Step 3
ZL′ has been converted into GL′ and BL′. Choose
line length l1 so that GL′ = 1/R0. Ignore the reac-
tive component BL′ for the time being.

Step 4
A reactive conjugate component (BL′)* is now
introduced to tune out BL′. The total effect of
these reactive elements is that they ‘cancel out’
the effect of each other.

Step 5
Since the effects of the reactive elements have
cancelled each other out, the circuit is terminated
in a conductance GL′.

Step 6
This figure results when GL′ is mathematically
transformed back to R0. We now have a good
matched system for maximum power transfer. 
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Method 1 based on Table 3.4. To simplify this example, I will use an ordinary Smith
chart in its admittance form.

1 Normalise the load impedance with respect to 50 Ω. This gives (40 – j80)/50 = 0.8 –
j1.6. (See step 1 of Table 3.4.)

2 Convert the normalised impedance into its admittance form by calculation. This gives
1/(0.8 – j1.6) = 0.25 + j0.5. (See step 2 of Table 3.4). The value 0.25 + j0.5 is shown as
point A in Figure 3.21. Draw a constant SWR circle, using the centre of the Smith chart
(point O) and a radius equal to OA.

3 Project the line from the centre of the Smith chart (point O), through point A to point B.
Read point B on the ‘wavelengths towards generator’ scale. This is 0.077λ.

4 Transform point A along the SWR circle in the ‘towards generator’ direction until
you obtain a conductance of 1 or unity. (Step 3 of Table 3.4.) This is shown as point
C in Figure 3.21. At point C, the admittance is (1 + j1.8) S. This tells you that the

118 Smith charts and scattering parameters

Fig. 3.21 Using matching method 1: A = (0.25 + j0.50) Ω , B = 0.077072λ, C = (1 + j1.8027) S, D =
0.183377λ, E = (∞ + j ∞) S, G = (0 – j1.8027) S, arc BD = 0.106 305l, arc FH = 0.080 606l
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conductance of the circle is matched but that you must get rid of a susceptance of
j1.8.

5 Project the line OC to point D. Read this value on the wavelength towards generator
scale. It is 0.183λ. Subtract this value from the value at point B, i.e. (0.183 – 0.077)λ =
0.106λ. This is the length of the line l1.

6 The unwanted susceptance of +j1.8 obtained in step 4 above must be cancelled out. For
this, we must introduce a susceptance of –j1.8 to tune out the unwanted susceptance of
+j1.8. (See step 4 of Table 3.4.) Bear in mind that a short circuit (0 Ω) has a conduc-
tance of ∞ Ω. We start at point E and increase the stub length until we obtain a suscep-
tance of –j1.8. This is point G in Figure 3.21.

7 Project line OG to H and line OE to F. Measure the wavelength distance on the ‘towards
generator scale’ between the points F and H to obtain the length of the stub. In this case,
it is 0.331λ – 0.250λ = 0.081λ. Hence the length of the short-circuited tuning stub to
produce a susceptance of – j1.8 to cancel out the unwanted +j1.8 is 0.081λ. (See steps
5 and 6 of Table 3.4.) The generator, line and load are now all matched to each other.

Results using method 1

• The position of the stub l1 from the load is 0.106λ.
• The length of the short-circuited stub line is 0.081λ.

These results are obtained from the chart.
Just to convince you that the graphical method is correct, I have also calculated out all

the values to several decimal points by using a spreadsheet. These numbers are given in
the caption in Figure 3.21; however, you should be aware that in practice, accuracy beyond
two decimal points is seldom necessary. In other words, the accuracy of the Smith chart is
sufficient for practical design.

Method 2 based on Table 3.5. To simplify this example, we will use Smith chart type ZY-
01-N which was first introduced to you in Figure 3.7. This chart is used because it affords
easy conversion from impedance to admittance plots and vice-versa. If you have forgotten
how to use this chart refer back to Figure 3.7.

1 Normalising ZL with respect to 50 Ω gives (40 – j80)/50 = 0.8 – j1.6. Since this value
is impedance, the solid coordinate (impedance) lines are used to locate the point in
Figure 3.22. This is plotted as point A in the figure. (See step 1 of Table 3.5.) Extend the
line OA to the outer periphery (point B). Note the reading on the ‘wavelengths towards
generator scale’. This is 0.327λ and is denoted by point B.

2 Draw a constant SWR circle with its centre at the Smith chart centre (point O) and a
radius equal to the distance from the chart centre to point A.

3 Move clockwise (towards the generator) along the constant SWR circle until you come
to the unity conductance circle (admittance coordinates) at point C. The reason why
point C is chosen is because at the unity conductance circle, the conductance element is
matched to the system. (See step 2 of Table 3.5.) Draw a line from the Smith chart centre
(point O) through point C to the same ‘wavelengths scale’. This line cuts the circle
(point D) at 0.433λ. Subtracting the wavelength value of D from C (0.433–0.327)λ =
0.106λ. This distance is designated as ‘length l1’ in Figure 3.20. It tells you that the stub
must be placed at a point 0.106λ from the load.
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4 Return to point C and read its admittance value which is (1 + j1.8). The conductance
value is 1 and it is telling you that at this point the transformed conductive element is
already matched to Yo. (See step 3 of Table 3.5.) However, at point C, we also have a
susceptance of +j1.8. We want only a conductance element and do not want any suscep-
tance and will nullify the unwanted susceptance effect by tuning it out with –j1.8 from
the stub line. (See steps 4, 5 and 6 of Table 3.5.)

5 The stub line used in Figure 3.20 is a short-circuit line which means that ZL = 0 + j0
and that its admittance load is (∞ – j∞ ). This is shown as point E on the admittance scale
in Figure 3.22. The extended line OE also cuts the ‘wavelengths towards generator’
circle at 0.00λ (point F). We now have to move clockwise (towards the generator away
from the short-circuit load) until we generate a susceptance of –j1.8. This is shown as
point G in Figure 3.22. The extended line OH from the Smith chart centre through the
–j1.8 point is 0.081λ. Therefore the stub length is (0.081 – 0.00)λ = 0.081λ. The gener-
ator, line and load are now all matched to each other.

Results using method 2

• The position of the stub from the load is 0.106λ.
• The length of the short-circuited stub line is 0.081λ.

120 Smith charts and scattering parameters

Fig. 3.22 Using matching method 2
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Summing up. Within the limits of graphical accuracy, both methods produce the same
results.

• The position of the stub from the load is 0.106λ.
• The length of the short-circuited stub line is 0.081λ.

Example 3.13
A transistor amplifier has an input resistance of 100 Ω shunted by a capacitance of 5 pF.
Find (a) the position of short-circuit stub on the line required to match the amplifier input
to a 50 Ω line at 1 GHz and (b) its length.

Given: Transistor input impedance = 100 Ω shunted by 5 pF, frequency = 1 GHz.
Required: Matching circuit to a 50 Ω line (a) determine length of short-circuit stub, (b)
determine its position from the load.

Solution

Impedance matching 121

Fig. 3.23 Matching of transistor input impedance: A (0.5 + j1.57), B (0.165l), C (1 + j2.3), D (0.193l), E (–j2.3), 
F (0.315l), G (0.25l)
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(a) Yo = 1/50 W = 20 mS

and

YL = GL + jwCL = 1/100 W + j2p × 1 GHz × 5 pF

= 10 mS + j31.4 mS

Hence

YL/Yo = 0.5 + j1.57

This is plotted in Figure 3.23 as point A. The radius through this cuts the ‘wavelengths
towards generator’ scale at 0.165λ (point B). The VSWR circle cuts the G/Yo = 1 circle
at 1 + j2.3 (point C), which corresponds to 0.193λ (point D) toward the generator. So the
stub connection point should be at (0.193λ – 0.165)λ = 0.028λ from the transistor input.

(b) The required normalised stub susceptance is –j2.3. This is plotted as point E. The
radius through this cuts the ‘wavelengths towards generator’ scale at 0.315λ (point F).
The short-circuit stub length should be 0.315λ – 0.25λ = 0.065λ.

Summing up

• The stub connection point is 0.028λ from the transistor input.
• The short-circuit stub length is 0.065λ at the connection point.

The program PUFF issued with this book has facilities for single stub matching.

3.8.4 Impedance matching using multiple stubs
In single stub matching (Figure 3.20) the distance from the load to the stub and the length
of the stub must be accurately controlled. In some situations, for example an antenna
mounted on a tower, you cannot easily control the distance from antenna to stub, therefore
we add one or more stubs to provide matching. One arrangement of double stub matching
is shown in Figure 3.24.
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Fig. 3.24 Double stub matching network
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In double stub impedance matching, two stubs are shunted at fixed positions across the
main transmission line. Each stub may be either short-circuited or open-circuited. Its lengths
are given by l1 and l2 respectively. The distance, d2, between the stubs is usually fixed at 1/8,
3/8, or 5/8 of a wavelength, whereas the position of the nearest stub from the load, d1, is
determined by the distance from the load. Explanation is best given by an example.

Example 3.14
A system similar to that shown in Figure 3.24 has a load ZL = (50 + j50) Ω which is to be
matched to a transmission line and source system with a characteristic impedance of 50 Ω.
The distance, d1, between the load and the first stub is 0.2λ at the operating frequency. The
distance, d2, between the two stubs is 0.125λ at the operating frequency. Use a Smith chart
to estimate the lengths of l1 and l2 of the stubs.

Solution. This problem will be solved by normalising all values in the question by 50 W.
Hence (50 + j50) Ω and 50 Ω will become (1 + j1) n and 1 n respectively; the ‘n’ is used
to denote normalised values. Values will then be plotted on the immittance Smith chart of
Figure 3.25 and the chart result will be re-normalised to produce the correct answer.
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Fig. 3.25 Double stub matching: A = (1 + j1) n, Arc BC = 0.2l, D = (0.759 – j0.838) n, E = (1.653 – j0.224) n, Arc
FG = 0.125l, H = (0.781 – j0.421) n, O = (1.008 – j0.001) n
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Before starting, you should realise that distance d1 and d2 are out of your control; d1
is fixed by the system structure, d2 is fixed after you have selected your double tuning
stub device which is 0.125λ in this case. You can only vary the susceptance of the stubs.
Therefore, you vary stub 1 to a convenient point E in Figure 3.25 so that when that value
is moved distance d2 (0.125λ), the new point will be on the unit conductance circle
where you can use stub 2 to vary the susceptance value until it reaches the impedance 
(1 + j0) n.

1 The load is plotted at (1 + j1) using the impedance coordinates. This is shown as A in
Figure 3.25. Project OA until it cuts the wavelengths to generator scale at point B which
reads 0.161λ. Move along this scale for 0.2λ. This is denoted by the arc BC. Point C is
0.361λ. Draw a line from C to O.

2 An arc of a constant |Γ| circle with radius OA is drawn clockwise from the load point A
to D which cuts the line OC. Point D is the value of the transferred load through 0.2λ.
From point D, the first susceptance stub moves the transferred load to E. Point E was
found experimentally by altering the length of stub 1. Extend line OE to F on the periph-
ery. Move the arc along a periphery distance of 0.125λ to G. Arc FG represents the
0.125λ distance between the two stubs. Join O to G.

3 An arc of a constant |Γ| circle with radius OE is drawn clockwise until it cuts the line
OG at H. Point H is the transferred load from E after moving through 0.125λ. Ideally,
point H should be on the unit conductance circle which means that the resistive element
is matched and that stub 2 can now be used to move point H to point O which is the
desired point (1 + j0).

4 The normalised values of all the points are given in the annotation for Figure 3.25. From
these values, we can now calculate the susceptance which each stub must provide.

As before, for stub 1, we need (–j0.1 at E) – (–j0.65 at D) = +j0.55. The length l1 of
the stub is found by plotting its load impedance at the point S and following round the
‘wavelengths towards generator’ scale to the point where the 0.55 susceptance circle
cuts the perimeter, at about 0.17λ. (The calculated value is 0.167λ.)

For stub 2, we need (j0 at O) – (–j0.55 at H) = +j0.55. The length l2 of this stub is found
as for stub 1 yielding, again, a value of about 0.17λ. (The calculated value is 0.172λ.)

Finally when you are faced with trial and error methods such as selecting point E in the
above example, it is much easier if you have a dynamic impedance matching computer
program. One such program is the Motorola Impedance Matching Program often called
MIMP. This program allows you to alter values and see results instantaneously. MIMP has
been written by Dan Moline and at the time of writing this book, Motorola generally issues
a copy of it free of charge to bona fide engineers.

The program PUFF issued with this book has facilities for checking multiple stub
matching. In fact, Example 3.14 is repeated electronically in Secton 4.13.4.

124 Smith charts and scattering parameters
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3.9 Summary of Smith charts

The Smith chart is a phasor diagram of the reflection coefficient, Γ, on which constant-r
and constant-x circles are drawn, where r and x are the normalised values of the series
resistive and reactive parts of the load impedance. The horizontal and vertical axes of the
chart are the real and imaginary axes of the reflection coefficient, but they are not labelled
as such.

Any circle centred on the Smith chart centre is a constant-|Γ| circle and a constant
VSWR circle, too.

A load impedance, or the impedance looking into a line towards the load, is represented
by the intersection of an r circle and an x circle.

If a series lumped reactance is added to the load, the r circle through the load imped-
ance point is followed and the added normalised reactance is represented by the increase
or decrease in the corresponding value of the x circle crossed.

If a series line is added at any point then a constant-|Γ| circle is followed, clockwise
‘towards the generator’ through an angle on the chart corresponding to its length in wave-
lengths.

The admittance chart is a version of the impedance Smith chart rotated through 180°.
The r and x circles become g and b circles and their intersections represent admittances.

The immittance chart is a combination of both the impedance chart and the admittance
chart.

If a lumped susceptance is shunted across the load, the g circle through the load admit-
tance point is followed and the added normalised susceptance is represented by the
increase or decrease in the corresponding value of the b circle crossed.

If a short-circuited shunt line (stub) is shunted across the line at any point, then the
g circle through the point is followed, through a susceptance change corresponding to
the stub length in wavelengths. For lengths less than a quarter wavelength, the short-
circuit stub appears capacitive and rotation is clockwise round the g circle. For lengths
up to three-quarters of a wavelength, the stub appears inductive and rotation is 
anticlockwise.

Open-circuit stubs have the opposite susceptance, with rotation in the opposite direc-
tion around the g circle.

Double stubs are useful when loads are variable. Usually the stub spacing is kept fixed,
but the stub lengths are adjustable to achieve matching.

3.10 Scattering parameters (s-parameters)

3.10.1 Introduction

Voltages and currents are difficult to measure in microwave structures because they are
distributed values and vary with their position in microwave structures. In fact, the widely
spread current in a waveguide is virtually impossible to measure directly.

Waves are more easily measured in microwave networks. One method of describing the
behaviour of a two port network is in terms of incident and reflected waves. This is shown
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in Figure 3.26. This method is known as scattering parameters or usually denoted as s-
parameters. The s-parameter approach avoids many voltage and current problems particu-
larly in the measurement of transistors where short- and open-circuit terminations can
cause transistor instability and in some cases failure. In many cases, measurement is
carried out in s-parameters using an automated computer corrected network analyser. This
method is fast and accurate and the results obtained are then mathematically converted into
the requisite z, h, y and ABCD parameters. The converted information can be trusted
because the accuracy of the original measured data is high.

3.10.2 Overall view of scattering parameters
Figure 3.26 represents a scattering parameter two-port network driven from a source with
impedance Z0, and driving a load of impedance ZL. In the figure, a1 and a2 represent inci-
dent voltage waves; and b1 and b2 represent reflected voltage waves. These four waves are
related by the following equations where s11, s12, s21 and s22 are the ‘scattering’, or s-para-
meters:

b1 = s11a1 + s12a2 (3.15)

and

b2 = s21a1 + s12a2 (3.16)

Equations 3.15 and 3.16 are also written in matrix form as

When scattering parameters are to be measured, the applied source is a generator
which has the source impedance Z 0 equal to the system characteristic impedance and
this generator is connected to the system by a line of characteristic impedance Z 0, as 
in Figure 3.27. The load is purely resistive, with impedance Z 0, and connected by a 
line of impedance Z 0. So the source seen by the two port’s input is Z 0, and the load seen
by its output is also Z 0. In this case, there is no power reflected from the load, so a2 =
0.

From Equation 3.15, if a2 = 0, then b1 = s11a1. So s11 can be defined as
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Fig. 3.26 Two port scattering network with source and load
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and s11 is the reflection coefficient at the input port (port 1) of the network. 
From Equation 3.16, with a2 = 0, b2 = s21a1. So s21 can be defined as

Since this is the ratio of the output wave voltage to the incident wave voltage, |s21|2 is
the insertion power gain of the network.

The other two s-parameters, s12 and s22, are found by inter-changing the electrical
connections to the two ports, so that port 2 is driven from the source, and port 1 is loaded
by Z0. Now a1 = 0, and

and

|s12|2 is the reverse insertion power gain, and s22 is the output port reflection coefficient.
It should be clear, but two points are worth stressing.

• The scattering parameters are defined, and measured, relative to a fixed system imped-
ance Z0. In practice, the chosen value is nearly always 50 Ω resistive.

• The scattering parameters are complex quantities, representing ratios of phasors at a
defined plane at each port.

It is now necessary to define symbols a1, a2, b1 and b2 in terms of voltages and currents.

3.10.3 Incident and reflected waves in scattering parameters
It will ease understanding if the explanation of incident and reflected waves is taken in two
parts. We will begin with the ‘ideal’ situation where there is complete match within the
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Fig. 3.27 Measurement of s-parameters
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system, i.e. where the source generator, connecting lines, two-port network and load
impedance all have characteristic impedances of Z0. Then, we will proceed with the real
life practical situation where the two-port network does not match the measuring system.

In Figure 3.28, we consider the ideal situation where a generator (vs) with an internal
impedance Z0 feeds a transmission line whose impedance is Z0 which in turn feeds a two-
port network whose input and output impedances are Z0. The output from the two-port
network is then fed through another transmission line of Z0 to a termination load where ZL
= Z0. In other words because everything in the system matches, we have no reflected
power, therefore the incident voltage (vi) represents the input voltage to the network and
the incident current (ii) represents the current flowing into the network.

Now consider the practical case (Figure 3.29) where the-two port network is not
matched to the same system. Due to the mismatch, we will now have reflected power. This
reflected power will produce a reflected voltage vr and a reflected current ir. If we now
defined v1 as being the sum of the incident and reflected voltages and i1 as the difference
of the incident and reflected currents, we have

v1 = vi + vr (3.22)

and

i1 = ii – ir (3.23)

By the definition of impedances, we have

vi vr
Z0 = — = — (3.24)

ii ir
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Fig. 3.28 ‘Ideal’ two-port network

Fig. 3.29 Practical two-port network
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Equation 3.24 can be re-written to yield

and

Substituting Equations 3.25 and 3.25a into Equation 3.23 gives

Hence
Z0i1 = v i – vr (3.26)

Adding Equations 3.22 and 3.26 yields

2v i = v1 + Z0i1

Hence

1
v i = — [v1 + Z0i1] (3.27)

2

Subtracting Equation 3.26 from Equation 3.22 yields

2vr = v1 – Z0i1

Hence

1
vr = — [v1 – Z0i1] (3.28)

2

The incident wave v i is defined as the square root of the incident power. Therefore,

Using Equation 3.27 to substitute for v i in Equation 3.29 and dividing by we get

Similarly, the reflected wave v r is defined as the square root of the reflected power.
Therefore

Z0 ,
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Using Equation 3.28 to substitute for v r in Equation 3.31 and dividing by we
get

Again using similar arguments, it can be shown that

and

Thus, we have now evaluated a1, a2, b1 and b2 in terms of incident voltages and currents
and the characteristic impedance of the measuring system.

3.10.4 S-parameters in terms of impedances
From Equations 3.18, 3.27, 3.28, 3.30 and 3.32 we write

and since v1/i1 = input impedance at port 1 of the two-port network which we will call Z1,
we have

Note that Z1 is really the load for the signal generator in this case; in some cases, it is
common to write ZL instead of Z1 which makes Equation 3.35 identical to the transmis-
sion line reflection coefficient (Γ1) so that we have

Equation 3.36 also confirms what we have shown in Figure 3.3 that when the input
impedance of the two-port network = Z0, the reflection coefficient is zero and that there is
no reflected wave.

Using the same process as above, it is possible to show that

Z0 ,
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where Z2 is the driving impedance of output port (port 2) of the two-port network.

3.10.5 Conversion between s-parameters and y-parameters
Most radio frequency measurements are now carried out using automated computer
controlled network analysers with error correction. The measurements are then converted
from s-parameters to other types of parameters such as transmission parameters (ABCD),
hybrid h-parameters, and admittance y-parameters. We provide you with Table 3.6 to
enable conversion between s- and y-parameters.

3.11 Applied examples of s-parameters in two-port networks

Most people who have not encountered s-parameters earlier tend to find s-parameter topics
a bit abstract because they have only been used to tangible voltages, currents and lumped
circuitry. In order to encourage familiarity with this topic, we offer some examples.

3.11.1 Use of s-parameters for series elements

Example 3.15
Calculate the s-parameters for the two-port network shown in Figure 3.30 for the case
where Z0 = 50 Ω.

Given: Network of Figure 3.30 with Z0 = ZL = 50 Ω.
Required: s-parameters.
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Table 3.6 Conversion between scattering s-parameters and y-parameters

* where Z0 = the characteristic impedance of the transmission lines used in the scattering parameter system, usually 50 W.
† Notice that when you are converting from admittance (Y) to s-parameters, (left hand column of Table 3.6), each
individual Y parameter must first be multiplied by Z0 before being substituted into the equations.
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Solutions
s11: Terminate the output in Z0 and determine Γ1 at the input. See Figure 3.31(a).

By inspection:

Z1 = 50 W + 50 Ω = 100 Ω

From Equation 3.36

or
s11 = 0.333 ∠ 0° or –9.551 dB ∠ 0°

s22: Terminate the input with Z0 and determine Γ2 at the output. See Figure 3.31(b).
By inspection:

Z2 = 50 Ω + 50 Ω = 100 Ω

From Equation 3.37

or
s22 = 0.333 ∠ 0° or –9.551 dB ∠ 0°

Note: s11 and s22 are identical. This is what you would expect because the network is
symmetrical.
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Fig. 3.30 Resistive network

Fig. 3.31(a) Calculating s11 Fig. 3.31(b) Calculating s22
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s21: Drive port 1 with the 50 Ω generator and open-circuit voltage of 2V1
+. The multi-

plication factor of 2 is used for mathematical convenience as it ensures that the voltage
incident on the matched load will be V1

+. The superscript + sign following the voltage is
meant to indicate that the voltage is incident on a particular port. Calculate voltage V2. See
Figure 3.31(c).

By inspection:

Hence

or
s21 = 0.667 ∠ 0° or –3.517 dB ∠ 0°

s12: See Figure 3.31(d). By inspection:

Note: s12 and s21 are the same because the network is symmetrical.

Summing up
For s-parameters:

s11 = 0.333 ∠ 0° s12 = 0.667 ∠ 0°
s21 = 0.667 ∠ 0° s22 = 0.333 ∠ 0°
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Fig. 3.31(c) Calculating s21 Fig. 3.31(d) Calculating s12
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or in matrix notation

0.333 ∠ 0° 0.667 ∠ 0°
[s] = [ ]0.667 ∠ 0° 0.333 ∠ 0°

Later on, you will see that this symmetry in a network often leads to considerable simpli-
fication in manipulating networks.

3.11.2 Use of s-parameters for shunt elements

Example 3.16
Calculate the s-parameters for the two port network shown in Figure 3.32 for the case
where Z0 = 50 Ω.

Given: Network of Figure 3.32 with Z0 = ZL = 50 Ω.
Required: s-parameters.

Solutions
s11: Terminate the output in Z0 and determine Γ1 at the input. See Figure 3.33(a). By
inspection:

From Equation 3.36

or
s11 = 0.333 ∠ 180° or –9.551 dB ∠ 180°

s22: Terminate the input with Z0 and determine Γ2 at the output. See Figure 3.33(b). By
inspection:

(50 × 50) Ω
Z2 = ————— = 25 Ω

(50 + 50) Ω
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Fig. 3.32 Resistive network
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From Equation 3.37

Z1 – Z0         25 – 50     –1
s22 = r2 = ———— = ———— = ——

Z1 + Z0 25 + 50        3

or

s22 = 0.333 ∠ 180° or –9.551 dB ∠ 180°

Note: s11 and s22 are identical. This is what you would expect because the network is
symmetrical.

s21: Drive port 1 with the 50 Ω generator and open-circuit voltage of 2V1
+. The multi-

plication factor of 2 is used for mathematical convenience as it ensures that the voltage
incident on the matched load will be V1

+. The superscript + sign following the voltage is
meant to indicate that the voltage is incident on a particular port. Calculate voltage V2. See
Figure 3.33(c).

V0 V2
s21 = —— = ——

V1
+ V1

+

By inspection and bearing in mind that two 50 W resistors in parallel = 25 Ω

Hence

or
s21 = 0.667 ∠ 0° or  –3.517 dB ∠ 0°

s12: See Figure 3.33(d). By inspection, and bearing in mind that two 50 Ω resistors in
parallel = 25 Ω
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or
s12 = 0.667∠ 0° or  –3.517 dB ∠ 0°

Note: s12 and s22 are the same because the network is symmetrical.

Summing up
For s-parameters:

s11 = 0.333 ∠ 180° s12 = 0.667 ∠ 0°
s21 = 0.667 ∠ 0° s22 = 0.333 ∠ 180°

3.11.3 Use of s-parameters for series and shunt elements

Example 3.17

(a) Calculate the s-parameters for the two-port network shown in Figure 3.34 for the case
where Z0 = 50 Ω.

(b) Find the return loss at the input with ZL = Z0.
(c) Determine the insertion loss for the network when the generator and the termination

are both 50 Ω.

Given: Network of Figure 3.34 with Z0 = ZL.
Required: (a) s-parameters, (b) return loss, (c) insertion loss.
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Fig. 3.33(c) Calculating s21 Fig. 3.33(d) Calculating s12
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Solutions
(a) s11: Terminate the output in Z0 and determine ρ at the input. See Figure 3.35(a).

By inspection the combined value of the 30 Ω and 50 Ω resistors is:

(30 × 50)/(30 + 50) = 18.75 Ω

Hence

Z1 = 18.75 Ω + j20 Ω

From Equation 3.36

or

s11 = 0.518 ∠ 131.16° or –5.713 dB ∠ 131.16°

s22: Terminate the input with Z0 and determine ρ at the output. See Figure 3.35(b). By
inspection:

From Equation 3.37

or

s22 = 0.442 ∠ 172.87° or  –7.092 dB ∠ 172.87°
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Fig. 3.35(a) Calculating s11 Fig. 3.35(b) Calculating s22
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s21: Drive port 1 with the 50 Ω generator and open-circuit voltage of 2V1
+. The multi-

plication factor of 2 is used for mathematical convenience as it ensures that the voltage
incident on the matched load will be V1

+. The superscript + sign following the voltage is
meant to indicate that the voltage is incident on a particular port. Measure voltage across
V2. See Figure 3.35(c).

By inspection:

Hence

(0.524 ∠ –16.22°)V1
+

s21 = —————————  
V1

+

or

s21 = 0.524 ∠ –16.22° or   – 5.613 dB ∠ –16.22°

s12: The Thévenin equivalent of the generator to the right of the plane ‘c c’ is obtained
first. See Figures 3.35(d) and 3.35(e).
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Fig. 3.35(c) Calculating s21

Fig. 3.35(d) Circuit before applying Thévenin’s theorem
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The Thévenin equivalent generator voltage is

The Thévenin equivalent internal resistance is

By inspection:

or

s12 = 0.524 ∠ –16.22° or   –5.613 dB ∠ –16.22°

To sum up for s-parameters

(a) s11 = 0.518 ∠ 131.16° s12 = 0.524 ∠ –16.22°
s21 = 0.524 ∠ –16.22° s22 = 0.442 ∠ 172.87°

(b) From part (a), Γ ∠ θ = 0.518 ∠ 131.16°. Therefore 

return loss (dB) = –20 log10 |0.518| = –20 × (–0.286) = 5.713 dB

(c) The forward power gain of the network will be |s21|2.

|s21|2 = (0.524)2 = 0.275

This represents a loss of –10 log10 0.275 = 5.61 dB.
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Fig. 3.35(e) Circuit after applying Thévenin’s theorem
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3.11.4 Use of s-parameters for active elements

Example 3.18
A 50 Ω microwave integrated circuit (MIC) amplifier has the following s-parameters:

s11 = 0.12 ∠ –10° s12 = 0.002 ∠ –78°
s21 = 9.8 ∠ 160° s22 = 0.01 ∠ –15°

Calculate: (a) input VSWR, (b) return loss, (c) forward insertion power gain and (d)
reverse insertion power loss.

Given: s11 = 0.12 ∠ –10° s12 = 0.002 ∠ –78°
s21 = 9.8 ∠ 160° s22 = 0.01 ∠ –15°

Required: (a) Input VSWR, (b) return loss, (c) forward insertion power gain, (d) reverse
insertion power loss.

Solution

(a) From Equation 2.38

(b) Return loss (dB) = –20 log10 0.12 = 18.42 dB
(c) Forward insertion gain = |s21|2 = (9.8)2 = 96.04 or

Forward insertion gain = 10 log10 (9.8)2 dB = 19.83 dB
(d) Reverse insertion gain = |s12|2 = (0.002)2 = 4 × 10–6 or

Reverse insertion gain = 10 log10 (0.002)2 dB = –53.98 dB

The amplifier is virtually unilateral with (53.98 – 19.83) or 34.15 dB of output to input
isolation.

3.12 Summary of scattering parameters

Section 3.10 has been devoted to the understanding of two-port scattering networks.
Section 3.11 has been devoted to the use of two-port scattering networks. You should now
be able to manipulate two-port networks skilfully and have the ability to change two-port
parameters given in one parameter set to another parameter set.

An excellent understanding of scattering parameters is vitally important in microwave
engineering because most data given by manufacturers are in terms of these parameters. In
fact, you will find it difficult to proceed without a knowledge of s-parameters. This is the
reason why we have provided you with several examples of s-parameter applications. The
examples will be repeated using a software program called PUFF which has been supplied
to you with this book. The purpose of these software exercises is to reinforce the concepts
you have learnt and also to convince you that what we have been doing is correct.

Do not be unduly perturbed if you initially found s-parameters difficult to understand.
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Understanding of s-parameters is slightly more difficult because they deal with waves,
which is a very different concept from the steady-state voltages and currents which we
have used in the past.

Finally, the information you have acquired is very important because most information
in radio and microwave engineering is given in terms of scattering and admittance para-
meters. We have devoted particular attention to s-parameters because, later on, when you
start analysing microwave components, filters, amplifiers, oscillators and measurements,
you will be confronted with scattering parameters again and again. This is the reason why
we have provided you with many examples on the use of scattering parameters.
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4

PUFF software

4.1 Introduction

4.1.1 Aims
The aims of this chapter are threefold: (i) to help you install software program PUFF 2.1
on your computer; (ii) to use PUFF (software program supplied with this book) to verify
the examples which you had worked with in the earlier chapters; and (iii) to give you confi-
dence in using the software.

The software program that we introduce here is known as PUFF Version 2.1 It is a
radio and microwave design and layout computer program developed by the California
Institute of Technology (CalTech) Pasadena, USA. The program has been licensed to the
publishers for use with this book. The conditions of the licence are that you use it for
private study and experimental designs, and that copies of the program must not be made
available to the general public and on the Internet, World Wide Web, etc. For ease of
understanding, in all the discussions that follow, we will refer to PUFF Version 2.1 as
PUFF.

Note: When installed on a computer with a colour monitor, PUFF displays a default
colour screen. In the descriptions that follow, it is not feasible to display colour pictures,
and every effort has been made to annotate the graphs. However, if you still have difficulty,
run PUFF on your computer using the PUFF examples supplied on the PUFF disk. In fact,
set up each example and check the results for yourself. It will give you confidence in using
PUFF.

To install your software and to be able to manipulate the program, read Sections 4.2 to 4.10.

4.1.2 Objectives
The objectives of Part 4 are to teach you how to use PUFF for the following topics:

• amplifier designs
• calculating s-parameters for circuits
• calculating s-parameters for distributed components
• calculating s-parameters for lumped components
• circuit layout
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• coupled circuits
• filter frequency response and matching
• line transformer matching and frequency response
• stub line matching and frequency response
• transistor matching and frequency response

4.2 CalTech’s PUFF Version 2.1

CalTech’s PUFF is a computer program that allows you to design a circuit using pre-
selected lumped components (R, L, C and transistors) and/or distributed components
(microstrip lines and striplines variants). The components may be arranged to form
circuits. The layout of the circuit can be computer magnified, printed to provide a template
for printed circuit layout and construction. The program provides facilities for calculating
the scattering parameters (s-parameters) of the designed circuit layout with respect to
frequency. The results can be read directly, plotted in Cartesian coordinates (X-Y plots) and
in Smith chart impedance or admittance form. The Smith chart can also be used for match-
ing purposes and for oscillator design. 

4.3 Installation of PUFF

4.3.1 Introduction
The following notes are written with the express objective of explaining how to install
PUFF on a personal computer. CalTech’s PUFF is supplied on a compact disk. The
program is designed to work on all PC, IBM PC/XT/AT and compatible computers. The
minimum hardware requirements for the computer are a CD drive, a hard disk, 640K RAM
and a 80286 or higher processor. If you do not have a CD drive, then ask a friend to copy
all the PUFF folder files to a high density 3.5″ disk for transfer to your hard disk. The
processor should have its matching coprocessor; if no coprocessor is present PUFF will
run in its floating point mode and operate less rapidly. MS-DOS(R) versions 3.0 or higher
should be used.

All printed outputs are directed to the parallel port LPT1. Printing graphic screens
requires an Epson or a Laser compatible printer. PUFF provides six printer drivers for
‘screen dumps’.

4.3.2 Installation
In the instructions which follow, I will use these conventions.

• Bold letters for what you have to type.
• Plus signs to indicate that two or more keys must be pressed together. For example, ctrl

+ f means that you keep the ctrl key pressed down while you type f. Similarly alt + shift
+ g means that you keep the alt and shift keys pressed down while you type g.

• The output from the screen is shown in italics.
• To simplify explanation I shall assume that your hard disk is c: and that you are installing

from drive a:. If your hard disk drive is not c: then substitute the drive letter of your hard
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disk drive whenever you see c:. If you are not installing from drive a:, then substitute the
drive letter of your drive whenever you see a:.

4.3.3 Installing PUFF
This program is relatively small. It is not compressed. It can be run directly from the
supplied disk initially. We do not recommend that you do this because if you damage your
original disk, then you will not have a ‘back-up’ program. We recommend that you run
PUFF from a directory on your hard disk. You install it simply by making a directory
called PUFF on your hard disk and copy all programs including the sub-directory
VGA_eps from your diskette to your PUFF directory. Details are given in the following
sections.

Windows installation

1 Insert your PUFF disk in drive a:.
2 Start Windows in the usual manner and ensure that the Program Manager is

displayed.
3 From Program Manager, click on the main menu and select File Manager.
4 From the File menu, select create a directory. In the Create Directory box type c:puff.

Press the RETURN key.
5 Keep in the File Manager window. Click on disk a on the menu bars to display all the

files on disk a:.
6 Select all items on disk a: and copy them all to the new directory PUFF which you have

just created. You select copy from the File menu in File Manager. Press the RETURN
key. When presented with the Copy box, type c:puff. Press the RETURN key.

7 All PUFF folder files from disk a: should be copied in your directory c:PUFF.
8 Installation is now complete.

DOS installation

1 Insert the PUFF disk in drive a:.
2 Create a directory PUFF using the DOS MKDIR command. At the DOS prompt C:\>,

type MKDIR PUFF and press the RETURN key.
3 To copy all the files from the PUFF disk in drive a: into the directory C :\PUFF. type

COPY A: *.*  C:\PUFF\*.* and press the RETURN key.
4 Check that all the files including subdirectory VGA_eps have been copied into your

PUFF directory by typing DIR C:\PUFF\*.* and press the RETURN key.

4.4 Running PUFF

4.4.1 Running under Windows
PUFF will run in a DOS window if accessed via File Manager in Windows 3.1 or My
Computer or Windows Explorer or File Manager in Windows 95, 98 and ME. The ability
of Windows to support PUFF is dependent on computer memory. If you attempt unsuc-
cessfully the techniques below, then close down Windows and follow the DOS instructions.
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Running under Windows 3.1
Double click on the c:PUFF directory in File Manager. Double click on PUFF.exe. PUFF
should load into a DOS window.

An alternative to this is to double click on the MSDOS icon and follow the DOS
instructions in Section 4.4.2.

Running under Windows 95/98/2000
My Computer

1 Double click on the My Computer icon on the Windows Desktop.
2 Double click on [c:].
3 Double click on the PUFF folder icon.
4 Double click on the PUFF program icon. PUFF should now run in a DOS window.

Windows Explorer

1 Select Programs from the Start menu.
2 Click on Windows Explorer.
3 Double click on the c:PUFF folder.
4 Double click on the PUFF application. PUFF should load into a DOS window.

An alternative to either of these methods is to select Programs from the Start menu, then
choose the MS-DOS prompt and follow the DOS instructions.

4.4.2 DOS instructions
To run PUFF, you must first call up the directory PUFF and then type PUFF to start the
program. Follow this procedure.

1 Type CD C:\PUFF and press the RETURN key. On the screen you should see
C:\PUFF>,.

2 Type PUFF and press the RETURN key.

The program will start with an information text screen giving details of the program and
your computer. This is essentially an information sheet. At the last line, it will say Press
ESC to leave the program or any other key to continue. Type any key.

If your computer has a colour monitor then you will see Figure 4.1 in colour. Otherwise
you will see it in monochrome. Throughout this block, I will use monochrome but where
or when necessary, I will add annotation to enable easy identification of program parame-
ters.  The Figure 4.1 screen has been set by a template called setup.puf which is called up
automatically when you start the program without defining a particular template.
Templates are used to keep the program size small so that PUFF remains versatile and will
run on personal computers. This template specifies the physical properties (size, thickness,
dielectric constant, terminal connections) and the electrical parameters (dielectric
constant, dielectric loss tangent, metal conductivity, etc.) of the board which will be used
to construct the circuit. Frequency ranges and components are also defined by the
template. Some of these properties can be changed directly within the program, others will
have to be changed by modifying the template. We will show you how to change these
properties later, but for now just accept the default template.
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We will now examine the elements of Figure 4.1.

1 Box F1: LAYOUT is a blank board on which we design our circuit. We can insert and
join up many types of components on it.

2 Box F2: PLOT specifies the parameters which will be used for plotting the circuit. You
can change these parameters and plot up to four s-parameters simultaneously. Within
limits, you can also change the frequency and the number of plotting points.

3 Message Box between F2 and F3. This box is an information box used for communi-
cations between the user and the program. It is normally blank when the program is
started. It can also be used to yield S11, S22, S33, S44 in terms of impedance or admit-
tance.

4 Box F3: PARTS specifies the components which can be used in the design. At the
moment, we have only shown seven components but you can specify up to 18 different
components in the design. These can be resistors, capacitors, inductors, transistors,
transformers, attenuators, lossless transmission lines (tlines), lossy transmission lines
(qlines) and coupled lines (clines). If on your screen, you see Ü instead of Ω, then your
machine has been configured differently to the way expected by the program. This will
not affect your work but just make a note that Ü means Ω.

5 Box F4: BOARD displays some of the layout board properties. It tells you that the
impedance (zd) of the connecting lines, its source impedance and load impedance are
50 W. It specifies the dielectric constant (er) of the board as 10.2 at 5 GHz. The
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thickness (h) of the board is 1.27 mm, its size (s) is 25.4 mm square and the distance
between connectors (c) is 19.00 mm. The board is configured for microstrip layout.

6 The Smith chart on the top right side shows you the s-parameters of the designed
circuit. It can also be expanded and changed into admittance form.

7 The Rectangular plot (amplitude vs frequency graph) at the bottom of the screen plots
s-parameters in dB against frequency. In future, I will simply call this plot the rectan-
gular plot.

8 Pressing the F10 key will give you a small help screen.

4.5 Examples

The use of the above properties will now be illustrated.

4.5.1 Example 4.1
Example 4.1 is relatively simple but it does help you gain confidence in using the program.
We will start by constructing a 50 W transmission line on the layout board. This is shown
in Figure 4.2. To carry out the above construction proceed as follows.

1 If necessary switch your computer on, call your PUFF directory, type PUFF, press the
RETURN key and you should get Figure 4.1.
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Fig. 4.2 Diagram showing a 50 W transmission line
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2 Press the F4 key. F4 will now be highlighted and you will be permitted to change
values in the F4 box. An underlined cursor will appear on the zd line. Press the down
arrow key (five times) until you get to the c 19.00 mm line. Throughout this set of
instructions, keep looking at Figure 4.2 for guidance and confirmation of your actions.

3 Press the right arrow key until the cursor is under the 1 on the line, then type 00
(zero). Line c should now read c 00.000 mm. What you have effectively done is reduce
the spacing between connectors 1 and 3, and 2 and 4 to zero. You will not see the effect
as yet.

4 Press the F1 key. F1 will now be highlighted and you will be permitted to lay compo-
nents in the F1 box. An X will appear in the centre of the board. Note that there are
now only two connecting terminals on the centre edges of the board. This is because
of the action carried out in step 3. Notice also that in the F3 box, line a is highlighted.
This means that you have selected a lumped 150 W resistor to be put on the board. We
do not want this; we only want the 50 W transmission line on line b to be selected, so
type b. Line b tline 50 W 90° will be highlighted.

5 Press the left arrow key and you will see the circuit of Figure 4.2 emerging. (If you
make any mistake in carrying out these instructions, erase by retracing your step with
the shift key pressed down. For example, if you want to erase what you have just done,
press shift+right arrow keys. You can also erase the entire circuit by pressing ctrl+e
keys.)

6 Type 1 and the tline will be joined to terminal 1.
7 Press right arrow key twice. See Figure 4.2.
8 Type 2 to join the right-hand section of line to terminal 2. Our circuit is now complete

and we have put two sections of 50 transmission line (b) between a 50 W generator and
load. We are now in a position to investigate its electrical properties.

9 Press the F2 key. F2 will now be highlighted and you will be permitted to specify your
measurement parameters in the F1 box.

10 Press the down arrow key three times. This will produce a new line XS.
11 Type 21 because we want to measure the parameters S11 and S21. Again refer to

Figure 4.2 for guidance.
12 Type p to plot your parameters. You will now get Figure 4.2.
13 If you do not get this figure then repeat the above steps.
14 To save Figure 4.2, press the F2 key. Type Ctrl+s. In the message box you will see File

to save? Type TX50 and press the RETURN key. Figure 4.2 is now saved under the
file name TX50.

I will now explain to you the meaning of Figure 4.2. From the F2 box, you can see that
we have measured S11 and S21 over 21 frequency points within the frequency range from
0–10 GHz. This frequency range is marked on the rectangular plot (amplitude vs
frequency graph) on the bottom right-hand side of the screen. S21 is indicated on the graph
and on the outer periphery of the Smith chart. (If you have a colour monitor, it is the blue
line.) S11 is indicated on the centre of the Smith chart. S11 cannot be shown on the rectan-
gular plot because its value is minus infinity and outside the range of the plot. PUFF
reports any magnitude as small as –100 dB as zero and any magnitude greater than 100 dB
as zero.

You can also obtain the values of S11 and S21 at discrete frequency points by referring
to the F2 box. At the moment, it is showing that at 5 GHz, S11 = 0 and S21 = 0 dB (ratio
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of 1). This is expected because the reflection coefficient (S11) is zero and as tlines are
considered as lossless lines in the program, the gain (S21) is also zero.

You can also check the input impedance of the line by moving the cursor to the S11 line
and typing = . The actual value of the input line is shown on the Message box as Rs = 50
and Xs = 0. This tells you that the input impedance of the line is 50 W.

You should still be in the F2 mode. Press the PageUp key and watch the changes of
frequency, S11, and S21 in the F2 box. In addition the symbols for S11 and X for S21 also
move on the Smith chart and the rectangular plot. Press this again and watch the same
movement. To lower the frequency, press the PageDown key and watch the same parame-
ters noted previously. Note the PageUp and PageDown keys will only function when F2
is highlighted. The reason why you do not see drastic changes in the S-parameters is
because from theory, we know that a lossless transmission with a characteristic impedance
of 50 W inserted within a matched 50 system will only produce phase changes with
frequency.

4.5.2 Smith chart expansion
While we are in F2 mode, it is also possible to expand the Smith chart to get a clearer view.
Press alt+s. You will now get Figure 4.3. You can also press the TAB key to change the
Smith chart form into an admittance display. See Figure 4.4.

When you have finished, use alt+s to toggle back to the normal display. Remember the
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Fig. 4.3 An expanded view of the Smith chart in impedance mode
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TAB and alt+s actions act as toggle switches and only perform these functions when the
F2 box is active.

Another point that you should be aware of is that in the F2 mode, if you press the TAB
key to change the Smith chart from impedance to admittance and if you move the cursor
to S11 and type = , you will get the parallel values of the line rather than the series values
mentioned earlier.

4.5.3 Printing and fabrication of artwork
If you have the proper printer connected, you should be able to print out the layout for
photo-etching purposes to make the actual printed circuit board. The print-out shown in
Figure 4.5 is five times the actual physical size of the layout. The magnification of the
layout is chosen to reduced the ‘jagged edges’ (constant in a printer) to an insignificant
width of the line. The print-out is then photographed, and reduced back to the original
layout size. In the photographic reduction process, these jagged edges are also reduced by
five, so that its effect on the true width of the line is less. The net result is that the line
impedance is reproduced more accurately.

Note: Do not attempt to print at this time; it will be covered later.
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4.5.4 Summary of Example 4.1
From Example 4.1 you have learnt how to use PUFF to:

1 change the position of the terminal connections (c in F4 mode);
2 select parts from the Parts Board (b in F3 mode);
3 layout and connect selected components to the board terminals; erase your layout circuit

or components (ctrl+e, shift+arrow, in F1 mode);
4 plot and read the results of your circuit layout (S11 and S21 in F2 mode);
5 expand the Z- and Y-display of the Smith chart for more accurate readings (alt+s and

TAB in F2 mode);
6 be able to obtain series and parallel values using S11 and the = sign;
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Fig. 4.5 Print-out of microstrip line
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7 save a file;
8 print out your layout for subsequent circuit construction.

Now try Example 4.1 on your own to see if you have remembered the procedures.

4.6 Bandpass filter

The electrical results of Example 4.1 have not been too interesting because it is commonly
known that if a lossless 50 W line is inserted into a 50 W system, then little change, other
than phase, takes place. However, it was deliberately chosen to produce minimum confu-
sion in learning how to use the program and also to show that the program actually
produces a well known and expected result.

4.6.1 Example 4.2
In Example 4.2, we will become a bit more adventurous and introduce some quarter-wave
line short-circuited stubs across the junctions A, B, and C in the system. This case is shown
in Figure 4.6. The procedure for Example 4.2 is almost identical to that for Example 4.1
except that you will have to remember (i) that to short-circuit a component to the ground
plane, you must type the equal (=) sign at the end you want grounded; and (ii) to lay a
component in the vertical direction, you must type either the up arrow key or the down
arrow key.
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In Figure 4.6, we have produced a bandpass filter centred at the centre frequency ƒ0
(5 GHz in this case) where the lines are exactly a quarter-wave long. You will no doubt
remember from previous transmission line theory that the transformation of a l/4 line
is Z in = Z 0

2 /Z load. At ƒ0, all three short-circuited lines produce an infinite impedance
across junctions A, B, and C. This means that signal transmission is unimpaired at 
ƒ0, and you will get an identical result to that of Example 4.1, i.e. the 180° phase shift
and, since tlines in this program are assumed to be lossless, you will also obtain zero
attenuation.

When the frequency is not ƒ0, then the shorted stubs do not present infinite impedances1

at the junctions. At ƒ < ƒ0, the shorted stubs will be inductive and will shunt signal to
ground. At ƒ > ƒ0, the shorted stubs will be capacitive and shunt signal to ground. The
result is shown in Figure 4.6.

I suggest that you try to reproduce Figure 4.6 on your own but do not despair if you do
not succeed because the details are given below. However, here are a few hints which
might prove useful before you begin.

Hint: From F1 use the down arrow keys when you want to lay a component downwards,
an up arrow key when you want to move upwards and use the equal sign (=) key when
you want to ground a component. Now carry out the relevant procedures of Example 4.2.
If you are still unable to get Figure 4.6, then carry out the instructions given below but
throughout this set of instructions, keep looking at Figure 4.6 for guidance and confirma-
tion of your actions.

1 If necessary switch on your computer. Call your PUFF directory, type PUFF, press the
RETURN key and you should get Figure 4.1.

2 Press the F4 key. F4 will now be highlighted and you will be permitted to change
values in the F4 box. An underlined cursor will appear on the zd line. Press the down
arrow key (five times) until you get to the c 19.00 mm line.

3 Press the right arrow key until the cursor is under the 1 on the line, type 00 (zero).
Line c should now read c 00.000 mm as in Figure 4.6. What you have effectively done
is reduce the space between connectors 1 and 3, and 2 and 4 to zero. You will not see
the effect as yet.

4 Press the F1 key. F1 will now be highlighted and you will be permitted to lay
components in the F1 box. An X will appear in the centre of the board. Note that
there are now only two connecting terminals on the centre edges of the board. This
is because of the action carried out in step 3. Notice also that in the F3 box, line a
is highlighted. This means that you have selected a lumped 50 W resistor to be put
on the board. We do not want this; we only want a 50 W transmission line 90° long
to be inserted into the system which means that we want to use part b for our
construction.

5 Press the F3 key. Press the down arrow key. This will get us to line b. Confirm that
this line reads b tline 50 W 90°. If this is not the case, then overtype the line to correct
it.

6 Press the F1 key to return to the Layout box. An X will appear in the centre of the board.
If line b of F3 is not already selected, type b to select the 50 W 90° transmission line.
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1 Remember the expression for a short-circuited transmission line Zin = jZ0 tan (b l). When b l = 90°, Zin =
infinity; when b l < 90°, Zin is inductive; when b l > 90°, Zin is capacitive.
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Press the left arrow key once, then the down arrow key followed by an = key. Press
the up arrow key. This will get you back to the line junction A (not shown on computer
screen), press the 1 key. Your construction should now look like the left-hand side of
the layout board of Figure 4.6. (If you make any mistake in carrying out these instruc-
tions, erase by retracing your step with the shift key pressed down. For example, if you
want to erase the horizontal transmission line, press shift+right arrow keys. You can
also erase the entire circuit by pressing ctrl+e keys.)

7 Press the right arrow key once; it will now return your cursor to the centre of the
board (see junction B of Figure 4.6). Press the down arrow key once and press the =
key. This should now give you the centre of Figure 4.6.

8 Press the up arrow key once to return to the centre of the board, press the right arrow
key once to get to junction C. See Figure 4.6. Press the down arrow key once and press
the = key. Press the up arrow key once; follow by typing the 2 key. You should now
get the complete construction of Figure 4.6.

9 Our circuit is now complete and we have put two l/4 sections of 50 W transmission
line sandwiched between a 50 W generator and a 50 W load. We also have three short-
circuited l/4 lines between junctions A, B, C and ground. We are now in a position to
investigate the electrical properties of the filter.

10 Press the F2 key. F2 will now be highlighted and you will be permitted to specify your
measurement parameters in the F2 box.

11 Press the down arrow key three times. This will produce a new line X S.
12 Type 21 because we want to measure the parameters S11 and S21. Again refer to

Figure 4.6 for guidance.
13 Type p to plot your parameters. You will now get the entire picture of Figure 4.6.
14 If you do not get this figure then repeat the above steps again.
15 To save Figure 4.6, press the F2 key. Type ctrl+s. In the Message box you will see File

to save? Type distbpf and press the RETURN key. Figure 4.6 is now saved under the
file name distbpf.

4.6.2 Printing and fabrication of artwork
If you have the proper printer connected, you should be able to print out the layout for
photo-etching purposes to make the actual printed circuit board. The print-out shown in
Figure 4.7 is five times the actual physical size of the layout. The magnification of the
layout is chosen to reduced the ‘jagged edges’ (constant in a printer) to an insignificant
width of the line. The print-out is then photographed and reduced back to the original
layout size. In the photographic reduction process, these jagged edges are also reduced by
five, so that its effect on the true width of the line is less. The net result is that the line
impedance is reproduced more accurately. Note that in the print-out, there is no distinction
between the width of the 50 W lines. Ground points are also not shown as these have to be
drilled through the board. Do not attempt to print at this time; it will be covered later in
the guide.

4.6.3 Summary of Example 4.2
In Example 4.2, you have:
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1 learnt how a bandpass filter can be constructed from l/4 lines;
2 reinforced your ideas of how to use PUFF;
3 read and interpreted the rectangular plot and Smith chart of the bandpass filter intro-

duced in a 50 W system;
4 saved another file;
5 understood the artwork for Example 4.2.

Self test question 4.1
What do the S11 and S21 rectangular plots (amplitude vs frequency graph) tell you?

Answer. The S11 rectangular plot shows that a very good match exists in the passband of
the filter and that poor match occurs outside the filter passband. You can check this by
pressing the F2 key to enter the plot mode, and by pressing the PageUp and PageDown
keys to change the frequency to read S11 at 5 GHz, where the return loss tends toward
infinity. You cannot see this on the rectangular plot because, for practical reasons, PUFF
reports any magnitude as small as –100 dB as zero and any magnitude greater than 100 dB
as zero. At frequencies 3 GHz and 7 GHz, S11 is only about –4 dB. The S21 plot shows
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Fig. 4.7 Print-out of a bandpass filter in a 50 Ω system
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the transmission plot loss as varying between 0 dB at 5 GHz to about 12 dB at 2 GHz and
8 GHz.

4.7 PUFF commands

At this stage, it is becoming increasingly difficult to remember all the commands that you
have been shown. To facilitate your work, I have tabulated some commands in Tables 4.1
to 4.4.
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Table 4.1

F1 box Function
commands

right arrow to lay a previously selected component to the right
left arrow to lay a previously selected component to the left
up arrow to lay a previously selected component above
down arrow to lay a previously selected component below

1 to connect a point to connector 1
2 to connect a point to connector 2
3 to connect a point to connector 3
4 to connect a point to connector 4

shift+right arrow to erase a component inserted by the left arrow key
shift+left arrow to erase a component inserted by the right arrow key
shift+up arrow to erase a component inserted by the down arrow key
shift+down arrow to erase a component inserted by the up arrow key
shift+e to erase the entire circuit
shift+n to move between nodes
shift + 1 to move selector to port 1
shift + 2 to move selector to port 2
shift + 3 to move selector to port 3
shift + 4 to move selector to port 4
= to earth a point

Table 4.2

F2 box Function
commands

p plot
ctrl+p plot new modified parameters and keep previous plot
page up move measurement up in frequency
page down move measurement down in frequency
arrow to Points retyping changes number of measurement points
arrow to Smith retyping changes radius of Smith chart
arrow to S lines to add additional S-parameter measurements
TAB toggles Smith chart between Y- and Z-parameters
alt+s to toggle an enlarged Smith chart
alt+s then TAB toggles an enlarged Smith chart to Y- or Z-parameters
ctrl+a prints board artwork on appropriate printer
ctrl+s saves file
= cursor on Sxx and Smith chart on impedance yields series resistance and

reactance of the circuit at port xx
= cursor on Sxx and Smith chart on admittance yields parallel resistance and

reactance of the circuit at port xx
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4.8 Templates

4.8.1 Introduction
At the beginning, we told you that the reason why PUFF is a powerful but relatively small
program is because it uses templates to store information. We also asked you to temporar-
ily accept the default templates introduced earlier.

4.8.2 Setup templates
We are now in a position to show you the default template, setup.puf, which is automati-
cally called up when you start up PUFF.2

Templates 157

2 If you want to start up PUFF with a specified template called another, then you must specify it, when you
start PUFF by typing PUFF another. PUFF will then start up using the template called another.

Table 4.3

F3 box Function
commands

up arrow move up a line
down arrow move down a line
right arrow move a space to the right
left arrow move a space to the left
insert key allows the insertion of characters
alt+d inserts the symbol for degrees
alt+o inserts the symbol for ohm
ctrl+r reads a file
j inserts symbol for positive reactance
–j inserts symbol for negative reactance
S symbol for susceptance
mm denotes component size in millimetres
M megohms
+ used for series connections of components, e.g. R + jxx – jxx means

resistance + inductance + capacitance in series
alt p (//) used when you want components in parallel, e.g. R//jxx//–jxx means

resistor, inductance and capacitance are in parallel
TAB elongates F3 list to accommodate 18 different components

Table 4.4

F4 box Function
commands

zd XXX allows change of system impedance
fd XXX allow change of central frequency
er XXX allows change of board dielectric constant
h XXX changes thickness of substrate board
s XXX changes size of substrate board
c XXX changes distances between connectors
TAB toggles layout between microstrip, stripline & Manhattan modes.

Microstrip and stripline modes are scaled. Manhattan mode is not scaled
but allows PUFF to be used for evaluation and plotting of circuits
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Default template: setup.puf
\b{oard} {.puf file for PUFF, version 2.1}
d 0 {display: 0 VGA or PUFF chooses, 1 EGA, 2 CGA, 3 One-color}
o 1 {artwork output format: 0 dot-matrix, 1 LaserJet, 2 HPGL file}
t 0 {type: 0 for microstrip, 1 for stripline, 2 for Manhattan}
zd 50.000 Ohms {normalizing impedance. 0<zd}
fd 5.000 GHz {design frequency. 0<fd}
er 10.200 {dielectric constant. er>0}
h 1.270 mm {dielectric thickness. h>0}
s 25.400 mm {circuit-board side length. s>0}
c 00.000 mm {connector separation. c>=0}
r 0.200 mm {circuit resolution, r>0, use Um for micrometers}
a 0.000 mm {artwork width correction.}
mt 0.010 mm {metal thickness, use Um for micrometers.}
sr 0.000 Um {metal surface roughness, use Um for micrometers.}
lt 0.0E+0000 {dielectric loss tangent.}
cd 5.8E+0007 {conductivity of metal in mhos/meter.}
p 5.000 {photographic reduction ratio. p<=203.2mm/s}
m 0.600 {mitering fraction. 0<=m<1}
\k{ey for plot window}
du 0 {upper dB-axis limit}
dl –20 {lower dB-axis limit}
fl 0 {lower frequency limit in GHZ. fl>=0}
fu 10 {upper frequency limit in GHZ. fu>fl}
pts 91 {number of points, positive integer}
sr 1 {Smith-chart radius. sr>0}
S 11 {subscripts must be 1, 2, 3, or 4}
S . . . 21
\p{arts window} {O = Ohms, D = degrees, U = micro, |=parallel}
lumped 150O
tline 50O 90D
qline 50O 130D
xformer 1.73:1
atten 4dB
device fhx04
clines 60O 40O 90D
{Blank at Part h }
{Blank at Part i }
{Blank at Part j }
{Blank at Part k }
{Blank at Part l }
{Blank at Part m }
{Blank at Part n }
{Blank at Part o }
{Blank at Part p }
{Blank at Part q }
{Blank at Part r }
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As you can see for yourself, the template contains a lot of information. First and foremost,
we shall examine the contents in the default template. Later we will create our own
template.

In viewing the template, you will have to constantly refer to the first characters of a line
to follow my discussion.

\b This line is for identification purposes to enable PUFF to know that it is a template.
d The number specifies your display screen. For a VGA screen use 0.
o The number specifies the type of printer which you will use to produce the artwork.3

For a bubblejet or deskjet printer try using 1.
zd Specifies the normalising impedance of your system. Some antenna systems use 75

normalising impedance. If you use PUFF for other impedances then you must change
the value accordingly.

fd Specifies the design frequency of your system. Change it if you want a different
design frequency.

er The bulk dielectric constant of your substrate. Alumina and some Duroids have high
dielectric constants. The dielectric constant determines the physical size of your
distributed components. Lay your components only on the board with the dielectric
constant which you will use in your construction.

h Dielectric thickness also affects the physical size of your distributed components.
Ensure that your dielectric thickness is that which you will use in your construction.

s The square size of your board. The standard default size is 25.4 mm (1 inch square).
This is a common size for experimental work but you can choose a size (within limits)
to suit yourself. Remember though that your artwork will be several times larger and
your printer might not be able to handle it.

c The ability to move connector spacing is important because it enables short leads to
the connector.

r If the distance between components is less than the circuit resolution PUFF will
connect the parts together.

a Artwork width correction. This is used when you want to alter line width from that
calculated from the program.

mt The metal thickness is needed for calculating line losses.
sr Surface roughness is required for calculating line losses.
lt Dielectric loss tangent is also required for calculating line losses.
cd Metallic conductivity is also required for calculating line losses.
p The photographic reduction ratio used in printing the artwork. You can alter it for

greater accuracy but bear in mind your maximum printing size.
m Mitreing function is used because when a tx line changes direction or when an open-

circuited tx line ends, there is associated stray capacitance. To minimise these effects,
corner joints and end joints are frequently ‘thinned’ or mitred.

\k Informs PUFF what limits to display on your Smith chart and rectangular plot.
du Sets your upper limit in dB (y axis).

Templates 159

3 The reason why I told you not to attempt printing the artwork for the earlier examples is because I have no
way of knowing the type (dot-matrix, Laser jet, HPGL file) of your printer. In my case, I have successfully used
the Laserjet driver for my Hewlett-Packard bubble-jet printer. Some bubble-jet printers do not respond in this
manner and you may be left with half a printed artwork, etc. However, as some of those files were saved, you can
print them if you have a printer that will respond to one of the software drivers.
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dl Sets your lower limit in dB (y axis).
fl Sets the lower limit in GHz (x axis).
fu Sets the upper limit in GHz (x axis).
pts Sets the number of points to which you want the circuit calculated and plotted. A

larger number gives greater accuracy but takes a longer time. To make your display
symmetrical about the centre frequency, you should choose an odd number of
points.

sr Determines the Smith chart radius. In most cases you would want a factor of 1, but in
oscillator design it is usual to use a Smith chart radius greater than 1.

S11 Determines the subscripts you want in your scattering parameter measurements. You
can simultaneously measure up to four scattering parameters.

\p Informs PUFF that what follows relates to the F3 parts window and that O = ohms, D
= degrees, U = micro, | = parallel.

lumped 150O = 150 W lumped resistor.
tline 50O 90D = 50 W lossless tx line 90° length at centre frequency
qline 50O 130D = 50 W lossy tx line 130° length at centre frequency
xformer 1.73:1 = transformer with a transformation ratio of 1.73:1
atten 4dB = attenuator with 4 dB attenuation
device fhx04 = a transistor called fhx04 whose s-parameters are enclosed
clines 60O 40O 90D = coupled lines, one of 60 W, one of 40 W, length = 90°
{Blank at Part h} etc. = no parts specified.

Note: It is very important that you realise that the template is written in ASCII text and
can only be read in ASCII text by PUFF. Do not under any circumstances try to change the
default template directly because if you mess it up, PUFF will not run. Follow this proce-
dure:

1 always make a copy of the template before altering it;
2 alter the copied template with an ASCII text editor;
3 save your new template in ASCII TEXT.

Most DOS provide an ASCII text editor. For example, MSDOS supplies edlin.com for text
editing. If you do not have one, then proceed very carefully with a word processor only if
it can handle textfiles. Open the template in ASCII text. Make all your changes in ASCII
text and save the file in ASCII text. Then and only then will PUFF read the file.

When you save a file, PUFF saves the file on a template and includes calculated
answers and drawing instructions for the file. You can obtain a full version of it from
your distbpf .puf file. I offer an abridged version here for those of you who cannot read
the file.

Example 4.2 saved template (abridged)
\b{oard} {.puf file for PUFF, version 2.1}
d 0 {display: 0 VGA or PUFF chooses, 1 EGA, 2 CGA, 3 One-color}
o 1 {artwork output format: 0 dot-matrix, 1 LaserJet, 2 HPGL file}
t 0 {type: 0 for microstrip, 1 for stripline, 2 for Manhattan}
zd 50.000 Ohms {normalizing impedance. 0<zd}
fd 5.000 GHz {design frequency. 0<fd}
er 10.200 {dielectric constant. er>0}
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h 1.270 mm {dielectric thickness. h>0}
s 25.400 mm {circuit-board side length. s>0}
c 19.000 mm {connector separation. c>=0}
r 0.200 mm {circuit resolution, r>0, use Um for micrometers}
a 0.000 mm {artwork width correction.}
mt 0.000 mm {metal thickness, use Um for micrometers.}
sr 0.000 Um {metal surface roughness, use Um for micrometers.}
lt 0.0E+0000 {dielectric loss tangent.}
cd 5.8E+0007 {conductivity of metal in mhos/meter.}
p 5.000 {photographic reduction ratio. p<=203.2mm/s}
m 0.600 {mitering fraction. 0<=m<1}
\k{ey for plot window}
du 0 {upper dB-axis limit}
dl –20 {lower dB-axis limit}
fl 0 {lower frequency limit. fl>=0}
fu 10 {upper frequency limit. fu>fl}
pts 91 {number of points, positive integer}
sr 1 {Smith-chart radius. sr>0}
S 11 {subscripts must be 1, 2, 3, or 4}
S 21
\p{arts window} {O = Ohms, D = degrees, U = micro, |=parallel}
lumped 150O
tline 50O 90D
qline 50O 130D
xformer 1.73:1
atten 4dB
device fhx04
clines 60O 40O 90D
{Blank at Part h }
. . . . . .(abridged)
{Blank at Part r }
\s{parameters}

f                 S11                              S21
0.00000 1.00000 –180.0 2.4E–0013 0.0
0.11111 0.99996 177.5 8.7E–0003 87.5
0.22222 0.99985 175.0 1.8E–0002 85.0
0.33333 0.99965 172.5 2.7E–0002 82.5
0.44444 0.99936 169.9 3.6E–0002 79.9
0.55556 0.99896 167.3 4.6E–0002 77.3
. . . abridged
4.00000 2.3E–0002 154.7 0.99974 –115.3
4.11111 4.5E–0002 147.1 0.99897 –122.9
4.22222 5.9E–0002 139.6 0.99826 –130.4
4.33333 6.5E–0002 132.3 0.99790 –137.7
4.44444 6.4E–0002 125.2 0.99794 –144.8
4.55556 5.8E–0002 118.1 0.99832 –151.9
4.66667 4.7E–0002 111.0 0.99888 –159.0
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4.77778 3.3E–0002 104.0 0.99944 –166.0
4.88889 1.7E–0002 97.0 0.99985 –173.0
5.00000 1.5E–0010 90.2 1.00000 –180.0
5.11111 1.7E–0002 –97.0 0.99985 173.0
5.22222 3.3E–0002 –104.0 0.99944 166.0
5.33333 4.7E–0002 –111.0 0.99888 159.0
5.44444 5.8E–0002 –118.1 0.99832 151.9
5.55556 6.4E–0002 –125.2 0.99794 144.8
5.66667 6.5E–0002 –132.3 0.99790 137.7
5.77778 5.9E–0002 –139.6 0.99826 130.4
5.88889 4.5E–0002 –147.1 0.99897 122.9
6.00000 2.3E–0002 –154.7 0.99974 115.3
. . . abridged
9.00000 0.99588 –156.3 9.1E–0002 –66.3
9.11111 0.99694 –159.2 7.8E–0002 –69.2
9.22222 0.99778 –162.0 6.7E–0002 –72.0
9.33333 0.99844 –164.7 5.6E–0002 –74.7
9.44444 0.99896 –167.3 4.6E–0002 –77.3
9.55556 0.99936 –169.9 3.6E–0002 –79.9
9.66667 0.99965 –172.5 2.7E–0002 –82.5
9.77778 0.99985 –175.0 1.8E–0002 –85.0
9.88889 0.99996 –177.5 8.7E–0003 –87.5

10.00000 1.00000 –180.0 1.5E–0010 –89.9
\c{ircuit} (instructions for layout)
98 0 b
203 2 left
208 3 down
61 3 =
200 2 up
49 2 1
205 1 right
208 4 down
61 4 =
200 1 up
205 5 right
208 6 down
61 6 =
200 5 up
50 5 2

From the above two examples, you should now be able to specify a template for different
displays.

Self test question 4.2
The measurement frequency range for Figure 4.1 is 0–10 GHz. If the measurement
frequency range for Figure 4.1 is to be changed from 4.5 to 5.5 GHz, how would you
modify the template to measure the frequency range 4.5–5.5 GHz?
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Answer

1 Copy the setup template into an ASCII text editor.
2 Find the line beginning with fl 0. Change the value 0 to 4.5.
3 Find the line beginning with fu 10. Change the value 10 to 5.5. This will make the

rectangular plot display its frequency axis as 4.5 to 5.5 GHZ.
4 Save the file in ASCII text format. For ease of explanation, we will call the saved file

setup1.
5 When you restart PUFF, type PUFF setup1. PUFF will now start using setup1 as the

default template.
6 Alternatively, you can start PUFF in the conventional manner. If necessary, press the

F3 key to enter the F3 box. Type ctrl+r. You will obtain the reply File to read. Type
setup1.

Alternative method Press F2 key. Press ‘down arrow’ key until cursor is under 0.
Overtype 4.5. Next, press ‘down arrow’ key until cursor is under 10. Overtype 5.5.

Self test question 4.3
How would you change the amplitude axis of PUFF’s rectangular plot to display an ampli-
tude of +20–40 dB?

Answer

1 Copy the setup template into an ASCII text editor.
2 Find the line beginning with du 0. Change the value 0 to 20.
3 Find the line beginning with dl –20. Change the value –20 to –40. This will make the

rectangular plot display its amplitude axis as 20 to –40.
4 Save the file in ASCII text format. For ease of explanation, we will call the saved file

setup2.
5 When you restart PUFF, type PUFF setup2. PUFF will now start using setup2 as the

default template.

Example 4.3
A template is required to make PUFF operate in the range 0–300 MHz and over a dynamic
range of 0–40 dB. Make such a template and name it setup300.

Solution

1 Copy the setup template into an ASCII text editor.
2 Find the line beginning with dl –20. Move the cursor under the hyphen in 20, type –40.

This will make the rectangular plot display its amplitude axis as 0 to –40 dB.
3 Find the line beginning with fu 10. Move the cursor under the 1 in 10, type  .3 . This

will make the rectangular plot display its frequency axis as 0 to 0.3 GHz.
4 Save the file as setup300 in ASCII text format.
5 Restart PUFF. Type PUFF setup300. PUFF will now start using setup300 as the default

template.

Alternative method Press F2 key. Press ‘down arrow’ key until cursor is under –20 posi-
tion. Overtype –40. Next, press ‘down arrow’ key until cursor is under 10. Overtype 0.3.
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4.9 Modification of transistor templates

PUFF comes with the template for a HEMT (high electron mobility transistor) called
FHX04.dev. It is possible to use other transistor templates provided they are in ASCII text
and provided they follow the exact layout for the FHX04.dev detailed below. Again, if you
want to make your own template we suggest that you copy the transistor template below
and modify it.

Template for FHX04.dev
{FHX04FA/LG Fujitsu HEMT (89/90), f=0 extrapolated; Vds=2V, Ids=10mA}

f            s11                   s21              s12                 s22
0.0 1.000 0.0 4.375 180.0 0.000 0.0 0.625 0.0
1.0 0.982 –20.0 4.257 160.4 0.018 74.8 0.620 –15.2
2.0 0.952 –39.0 4.113 142.0 0.033 62.9 0.604 –28.9
3.0 0.910 –57.3 3.934 124.3 0.046 51.5 0.585 –42.4
4.0 0.863 –75.2 3.735 107.0 0.057 40.3 0.564 –55.8
5.0 0.809 –92.3 3.487 90.4 0.065 30.3 0.541 –69.2
6.0 0.760 –108.1 3.231 75.0 0.069 21.0 0.524 –82.0
7.0 0.727 –122.4 3.018 60.9 0.072 14.1 0.521 –93.6
8.0 0.701 –135.5 2.817 47.3 0.073 7.9 0.524 –104.7
9.0 0.678 –147.9 2.656 33.8 0.074 1.6 0.538 –115.4

10.0 0.653 –159.8 2.512 20.2 0.076 –4.0 0.552 –125.7
11.0 0.623 –171.1 2.367 7.1 0.076 –10.1 0.568 –136.4
12.0 0.601 178.5 2.245 –5.7 0.076 –15.9 0.587 –146.4
13.0 0.582 168.8 2.153 –18.4 0.076 –21.9 0.611 –156.2
14.0 0.564 160.2 2.065 –31.2 0.077 –28.6 0.644 –165.4
15.0 0.533 151.6 2.001 –44.5 0.079 –36.8 0.676 –174.8
16.0 0.500 142.8 1.938 –58.8 0.082 –48.5 0.707 174.2
17.0 0.461 134.3 1.884 –73.7 0.083 –61.7 0.733 163.6
18.0 0.424 126.6 1.817 –89.7 0.085 –77.9 0.758 150.9
19.0 0.385 121.7 1.708 –106.5 0.087 –97.2 0.783 139.1
20.0 0.347 119.9 1.613 –123.7 0.098 –119.9 0.793 126.6

Note that each S-parameter is denoted by an amplitude ratio and angle in degrees. For
example at 1 GHz

S11 = 0.982 ∠ –20.0° S21 = 4.257 ∠ 160.4°
S12 = 0.018 ∠74.8° S22 = 0.620 ∠ –15.2°

Self test question 4.4
If you wanted to change the S12 parameter for HEMT FHX04 at 5 GHz to 0.063 31.4,
how would you do it?

Answer

1 Copy the transistor template (FHX04.dev) into an ASCII text editor.
2 Find the line beginning with 5.0. It should read:

5.0 0.809 –92.3 3.487 90.4 0.065 30.3 0.541 –69.2

3 Change it to read:

5.0 0.809 –92.3 3.487 90.4 0.063 31.4 0.541 –69.2
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4 Save the file in ASCII text format. For ease of explanation, we will call the saved file
FHX04A.dev.

You can then insert or change this part name in your chosen set-up template so that when-
ever you start PUFF, the device will be shown in the F3 box. Alternatively you can insert
the part directly into the F3 box whenever you want to use the transistor.

4.10 Verification of some examples given in Chapters 2 and 3

4.10.1 Verification of microstrip line
We can now use PUFF to verify some of the conclusions reached in Chapters 2 and 3. In
doing so, I will only quote the example number, and where appropriate its question and
answer. I will then use PUFF to show that the conclusion is correct.

Example 2.3
Two microstrip lines are printed on the same dielectric substrate. One line has a wider
centre strip than the other. Which line has the lower characteristic impedance? Assume that
there is no coupling between the two lines.

Solution. The broader microstrip has the lower characteristic impedance. Using PUFF
this is confirmed in Figure 4.8 where the broad microstrip has a characteristic impedance
of 20 W and the narrow microstrip has a Z0 of 90 W.
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4.10.2 Verification of reflection coefficient

Example 2.7
Calculate the reflection coefficient for the case at 5 GHz where ZL = (80 – j10) W and Z0
= 50 W.

Solution. Using Equation 2.24

When the above answer is written in dB, we get –12.3 dB ∠ –14.03°. Compare this answer
with S11 in the F2 box of Figure 4.9.

Example 2.8
Calculate the voltage reflection coefficients at the terminating end of a transmission line
with a characteristic impedance of 50 W when it is terminated by (a) a 50 W termination,
(b) an open-circuit termination, (c) a short-circuit termination, and (d) a 75 W termination.

Given: Z0 = 50 W, ZL = (a) 50 W, (b) open-circuit = ∞, (c) short-circuit = 0 W, (d) = 75 W.
Required: Gv for (a), (b), (c), (d).

166 PUFF software

Fig. 4.9 Verification of S11 for Example 2.7

Γ = −
+

= − −
− +

= −
−

= ∠ − °
∠ − °

= ∠ − ° − ∠ − °

Z Z

Z Z
L

L

j

j

j

j

or     dB

0

0

80 10 50

80 10 50

30 10

130 10

31 62 18 43

130 38 4 40
0 24 14 03 12 305 14 03

. .

. .
. .     . .

Da Silva Part 4  15:2:2001 10:08 am  Page 166



Solution. Use Equation 2.24.

(a) ZL = 50/0°

ZL – Z0        50/0° – 50/0°
Gv = ———— = —————— = 0/0° 0 dB

ZL + Z0 50/0° + 50/0°

(b) ZL = open-circuit = ∞ /0°

ZL – Z0        ∞ /0° – 50/0°
Gv = ———— = —————— = 1/0° = 0 dB ∠ 0°

ZL + Z0        ∞ /0° + 50/0°

(c) ZL = short-circuit = 0/0°

ZL – Z0      0/0° – 50/0°
Gv = ———— = —————— = –1/0° or 1/180° = 0 dB ∠ 180°

ZL + Z0      0/0° + 50/0°

(d) ZL = 75/0°

ZL – Z0      75/0° – 50/0°
Gv = ———— = —————— = 0.2/0° = –13.98 dB ∠ 0°

ZL + Z0      75/0° + 50/0°

In Figure 4.10, I have plotted case (a) as S11, case (b) as S33,case (c) as S22, case (d)
as S44. For S33, I have used a 1000 MW resistor to represent a resistor of infinite ohms.
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Alternatively, you could have used nothing to represent an open circuit. Most r.f.
designers do not like open circuits because open circuits can pickup static charges
which can destroy a circuit. It is far better to have some very high resistance so that
static charges can be discharged to earth. Note how all the answers agree with the
calculated ones.

4.10.3 Verification of input impedance

Example 2.13
A 377 W transmission line is terminated by a short circuit at one end. Its electrical length
is l/7. Calculate its input impedance at the other end.

Solution. Using Equation 2.55

Remembering that l/7 = 51.43° and using PUFF, we see from the Message box that Rs =
0 and Xs = 472.767 W (see Figure 4.11). This confirms the calculated value.
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Example 2.14
A 75 W line is left unterminated with an open circuit at one end. Its electrical length is l/5.
Calculate its input impedance at the other end.

Solution. Using Equation 2.56

Bearing in mind that l/5 = 72° and using 1000 MW to simulate an open circuit, PUFF
gives the answer in the Message box as –j24.369 W (see Figure 4.12).

Example 2.15
A transmission line has a characteristic impedance (Z0) of 90 W. Its electrical length is l/4
and it is terminated by a load impedance (ZL) of 20 W. Calculate the input impedance (Zin)
presented by the line.

Solution. Using Equation 2.57

Zin = (90)2/20 = 405 W

Using PUFF and reading the Message box, we get Rs = 405 W, Xs = 0 W (see Figure 4.13).
The above examples should now convince you that much of the transmission line theory

covered in Chapter 2 has been proven.
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4.11 Using PUFF to evaluate couplers

In Section 2.14, we investigated the theory of two popular couplers. These are (a) the
branch-line coupler and (b) the rat-race coupler.

4.11.1 Branch-line coupler
The theory for the branch-line coupler was covered in Section 2.14.1. For the branch-line
coupler, I have used vertical lines with Z0 of 50 W and horizontal lines with Z0 of 35.55
W. In the F2 box (Figure 4.14), you can see that the match (S11 to a 50 W system) is excel-
lent. S21 and S41 show that the input power from S11 is divided equally between the two
ports but that there is a phase change as explained in the text. S31 shows you that there is
very little or no transmission to port 3. All the above statements confirm the theory
presented in Section 2.14.1.

4.11.2 Rat-race coupler
The theory for the rat-race coupler was covered in Section 2.14.3. Here PUFF confirms
what we have discussed. In using PUFF, I have chosen Z0 for the ring as 70.711 W and
used a rectangle to represent the ring but all distances between the ports have been kept as
before. This is shown in Figure 4.15.
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Fig. 4.14 Verification of the branch-line coupler theory

Fig. 4.15 Verification of the rat-race coupler theory
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4.12 Verification of Smith chart applications

In Chapter 3, we used the Smith chart to derive admittances from impedances, calculate
line input impedance, and solve matching networks. In this section, we show you how it
can also be done with PUFF but note that the intermediate steps in the solutions are not
given and sometimes it can be difficult to visualise what is actually happening in a circuit.
We shall begin with Example 3.2. As usual we will simply use a numbered example, intro-
duce its context and solution and then show how it can be solved with PUFF.

4.12.1 Admittance

Example 3.2
Use the Smith chart in Figure 3.6 to find the admittance of the impedance (0.8 – j1.6).

Solution. The admittance value is located at the point (0.25 + j0.5). You can verify this
yourself by entering the point (0.8 – j1.6) in Figure 3.6. Measure the distance from your
point to the chart centre and call this distance d. Draw a line of length 2d from your point
through the centre of the chart. Read off the coordinates at the end of this line. You should
now get (0.25 + j0.5) S.

With PUFF, we simply insert its value in the F3 box, and draw it in the F1 box. In
the F2 box, press the TAB key to change the Smith chart into its admittance form. Move
the cursor to S11, press p for plot and the equals sign (=) to read its value in the
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Message box. Note that Rp and Xp are given as parallel elements and its units are in
ohms. However, remembering that (0.25 + j0.5) S is a combination of a conductance of
0.25 S to represent a resistor and j0.5 S to represent a capacitor, we simply take the
reciprocal of each element to get the desired answer for each element. This is shown in
Figure 4.16.

4.12.2 Verification of network impedances
For Example 3.5, we simply draw the network in the F1 box and seek its results in the F2
box and Message boxes.

Example 3.5
What is (a) the impedance and (b) the reflection coefficient looking into the network
shown in Figure 3.12?

Solution. The solution to this problem was given in the annotation to Figure 3.14 as:

(a) impedance Z = (0.206 + j0.635) W
(b) reflection coefficient G = 0.746 ∠ 113.58°

The PUFF solutions (Figure 4.17) give:

(a) impedance Z = (0.206 + j0.635) W
(b) reflection coefficient G = –2.55 dB ∠ 113.6° which is 0.746 ∠ 113.6°
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Note:

• In Figure 4.17 the drive impedance (zd) in PUFF has to be reduced to 1 W instead of the
usual 50 W because the values in the circuit have been normalised.

• PUFF only gives the overall input impedance. If you had wanted intermediate values,
then you would have to add one immittance at a time and read out its value.

4.12.3 Verification of input impedance of line
For this we will use Example 3.6.

Example 3.6
A transmission line with a characteristic impedance Z0 = 50 W is terminated with a load
impedance of ZL = (40 – j80) W. What is its input impedance when the line is (a) 0.096l,
(b) 0.173l, and (c) 0.206l?

Solution. The answers calculated previously are:

(a) (0.25 – j0.5) W which after re-normalisation yields (12.5 – j25) W
(b) (0.20 – j0.0) W which after re-normalisation yields (10.0 – j0) W
(c) (0.21 + j0.2) W which after re-normalisation yields (10.5 + j10) W

With PUFF, we obtain:

(a) (12.489 – j24.947) W – shown in Figure 4.18.
(b) (9.897 + j0.022) W – not shown in Figure 4.18.
(c) (10.319 + j10.111) W – not shown in Figure 4.18.

174 PUFF software

Fig. 4.18 Verification of Example 3.6 results

Da Silva Part 4  15:2:2001 10:08 am  Page 174



Items (b) and (c) were obtained from PUFF by moving the cursor in the F2 box to S22 and
pressing the = key, and then to S33 and pressing the = key.

4.12.4 Verification of quarter-wave transformers
PUFF can be used to investigate the effect of quarter-wave line transformer matching. For
this we will use Example 3.11.

Example 3.11
A source impedance of (50 + j0) is to be matched to a load of (100 + j0) over a frequency
range of 600–1400 MHz. Match the source and load by using (a) one quarter-wave trans-
former, and (b) two quarter-wave transformers. Sketch a graph of the reflection coefficient
against frequency.

Solution. Use Equation 2.57. For the one l/4 transformer, we had previously calculated
Z0t1 as 70.711 W. For the two l/4 transformers, we had previously calculated Z0t1 as 60 W
and Z0t2 as 84.85 W. We had also obtained the following table.

(GHz) 0.6 0.8 1.0 1.2 1.4
One l/4 TX – 13.83 – 19.28 > – 60 – 19.28 – 13.83
Two l/4 TXs 18.81 – 32.09 38.69 32.09 – 18.81

Using PUFF, we show the two results in Figure 4.19.
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4.13 Verification of stub matching

Stub matching is very important. PUFF can be used to match both passive and active
networks. To give you an idea of how this is achieved, I will detail the matching of
Example 3.12 which was carried out manually in Section 3.8.3.

Example 3.12
Use microstrip lines to match a series impedance of (40 – j80) W to 50 W at 1 GHz.

Solution

1 Switch on PUFF. Press the F3 key. Type ctrl+r. The program will reply File to read:?
2 Type match1. Press the RETURN key. You will obtain Figure 4.20(a). Note that in the

F3 box, we have:

• the series impedance we wish to match, (40 – j80);
• a transmission line (b) whose length is designated as ?50°;
• a transmission line (c) whose length is designated as 50°;
• note also that the rectangular plot x axis is marked in degrees and not frequency.

The next step is to construct the circuit shown in Figure 4.20(b).
3 Press the F1 key. Type a. Press shift+right arrow key seven times until the cursor is

positioned to the right of the layout board.
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4 Press the down arrow key. Type =. This grounds part a.
5 Press the up arrow key. Type b. Press left arrow key. Type 1. The layout board is now

completed.
6 Press the F2 key. Type p. Press the TAB key to change the Smith chart coordinates to

an admittance display. You will now obtain Figure 4.20(b). Note that the little square
marker is on the lower right of the Smith chart.

7 Type alt+s. You will get an expanded view of the Smith chart similar to that of Figure
4.20(c).

8 We now want to move the marker until the square marker intersects the unity circle.
Press the page up key several times and the marker will begin to move towards the
intersection point with the unity circle. At the same time, look in the F2 box and you
will see part b length increasing in degrees. The square marker should reach the unity
circle when line b is approximately 38°. At the intersection point, the conductive part
of the line is matched to the input, but there is also a reactive part which must be ‘tuned
out’. At this stage, we do not know its value but from its chart position, we know that
the reactive part is capacitive.

9 Type alt+s to revert back to the display of Figure 4.20(b).
10 Press the F3 key. Use arrow keys to move the cursor to line b and overtype ?50 with

38. You have now fixed line length b at 38°. Use arrow keys to move the cursor to line
c and overtype 50 with ?50. See Figure 4.20(d) for both actions.

11 Press the F1 key. Note how line length b has changed. If not already there, use arrow
keys to move the cursor until it is at the junction of line 1 and line b.
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12 Type c to select the other line. To layout line c in the position shown in Figure 4.20(d),
press the down arrow key once. Type =.

13 Press the F2 key. Type p. Press the TAB key. You will now get Figure 4.20(d).
14 Type alt+s. You will now obtain the expanded Smith chart shown in Figure 4.20(e) but

with the exception that the square marker is on the left edge of the Smith chart.
15 We now want to move the square marker on the unity circle until it reaches the match

point in the centre of the Smith chart. Press the page up key several times and the
marker will begin to move towards the match point at the centre of the Smith chart. At
the same time, look in the F2 box and you will see part c length decreasing in degrees.

16 The square marker should reach the unity circle match point when line c is approxi-
mately 29°. Note this length. At the match point, the reactive part will have been ‘tuned
out’ by the stub. We can now leave the Smith chart.

17 Summing up: we now know the two line lengths required; line b is 38° and line c is a
short-circuited stub of 29°.

18 Press the F3 key. Type ctrl+r. When the program replies File to read? type match6.
Press the RETURN key.

19 You will get Figure 4.20(f) where the previously calculated line lengths have been used.
Note that the match is best (return loss ≈ 38 dB) at our design frequency of 1 GHz.

It is possible to get Figure 4.20(f) directly from Figure 4.20(d). After obtaining and
entering line lengths b as 38° and c as 29°, press the F2 key. Press the down-arrow key nine
times. Retype over 120 to show 2. Press p and you will obtain the file MATCH6.
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Fig. 4.20(e) Expanded Smith chart for tuning stub match
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4.13.1 Summary of matching methods
I would now like to summarise the methods we have used for matching. For easy compar-
ison remember that 1 wavelength = 360°, so 29° = 0.081l and 38° = 0.106l. The results
for three methods are given in Table 4.5.

From the above, you will see that there is little difference whichever method you use.
The direct calculations have been found through a ‘goal seek’ program in an Excel spread-
sheet. The answers are definitely more accurate, but in practical situations we do not
require such accuracy. Also do not worry unduly if you find that when you repeat the same
calculations on PUFF your answers may differ slightly (≈0.1 dB). This is due to truncation
errors in the program.

The graphical methods give an insight into what can be achieved more easily. For exam-
ple, in microstrip, a short-circuited stub is not easy to manufacture. In this particular case,
we could have increased the length of line b to move the matching point into the inductive
part of the Smith chart and then used a capacitive stub for tuning out the inductive part of
the circuit. I will not show you how this is done in this example but it is done in Example
4.4 which follows immediately.
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Fig. 4.20(f) Showing the effect of the matching stubs at 1 GHz

Table 4.5

PUFF matching Smith chart Direct calculations

Example 3.12 (PUFF) Example 3.12 of Chapter 3 Eqn 2.54
l1 = 38° = 0.106l l1 = 0.106l l1 = 0.106 305l
Stub = 29° = 0.081l Stub = 0.081l Stub = 0.0 806 036l
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4.13.2 Matching transistor impedances
Example 4.4 shows how the input impedance of a transistor (type fhx04) can be matched
to 50 W at 5 GHz. In this example, I will only provide you with intermediate diagrams
because the methodology is identical to that of Example 3.12.

Two methods are shown:

• a capacitive stub matching system shown in Figures 4.21(a) to (d);
• an inductive stub matching system shown in Figures 4.22(a) to (c).

Either method is suitable, but in microstrip circuits it is much easier to make an open-
circuited stub than a short-circuited stub; therefore the capacitive stub matching method is
preferred. However, you should compare Figure 4.21(d) and Figure 4.22(c) and note that
although matching is achieved at our desired frequency of 5 GHz, there are matching
differences on ‘off-frequency’ matching.

If you wish to try these matching networks out for yourself, Figures 4.21(a) to (d) are given
as files sweep1 to sweep4 respectively on your disk. Figures 4.22(a) to (c) are given on your
disk as files sweep22, sweep33 and sweep44 respectively. As before, I suggest that you start
off with Figure 4.21(a) and build up the capacitive stub matching system. This ensures that if
you run into trouble, you will have the other templates available. Similarly, start off with
Figure 4.22(a) for the inductive stub matching system and build up the circuit accordingly.

Transistor matching using a capacitive stub
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Fig. 4.21(a) First matching line
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Fig. 4.21(c) Determining length of a capacitive tuning stub

Fig. 4.21(b) Determining first matching line length for a capacitive stub
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Transistor matching using an inductive stub

Verification of stub matching 183

Fig. 4.21(d) Matching using a capacitive stub

Fig. 4.22(a) Determining first matching line length for an inductive matching stub
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Fig. 4.22(c) Matching at 5 GHz using an inductive stub

Fig. 4.22(b) Determining length of an inductive tuning stub
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Verification of output impedance matching
If you want to match the output impedance of any active or passive device use similar
procedures to that of Example 4.4. The detailed matching procedure is again identical to
Example 3.12.

4.13.3 Stub matching second example
Here is another example of stub matching. Try to see if you can carry out the stub match-
ing for Example 3.13 which was done manually in Chapter 3.

Example 3.13
A transistor amplifier has an h.f. input resistance of 100 W shunted by a capacitance of
5 pF. Find the length of short-circuit stub, and its position on the line, required to match
the amplifier input to a 50 W line at 1 GHz.

Solution

• The stub connection point is 0.028l from the transistor input.
• The short-circuit stub length is 0.065l at the connection point.

Example 3.13 is another example of stub matching. You already know the answer. See if
you can use PUFF to match the circuit on your own. Hint: if you cannot do it, look at
Figure 4.23.

Verification of stub matching 185

Fig. 4.23 Verification of Example 3.13
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4.13.4 Double stub tuning verification
PUFF can also be used for verifying double stub matching. We will use Example 3.14
which was carried out manually in Chapter 3.

Example 3.14
A system similar to the double stub matching system shown in Figure 3.16 has a load ZL =
(50 + j50) W which is to be matched to a transmission line and source system with a char-
acteristic impedance of 50 W. The distance, d1, between the load and the first stub is 0.2l
(72°) at the operating frequency. The distance, d2, between the two stubs is 0.125l (45°) at
the operating frequency. Use a Smith chart to estimate the lengths l1 and l2 of the stubs.

Solution. In Example 3.14, we found that:

• stub 1 required an electrical length of 0.167l or 60.12°;
• stub 2 required an electrical length of 0.172l or 61.92°;

The construction using PUFF is shown in Figure 4.24.

4.14 Scattering parameters

PUFF can also be used for calculating S-parameters. We demonstrate this with Examples
3.15, 3.16 and 3.17.
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Fig. 4.24 Verification of Example 3.14
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4.14.1 Series elements

Example 3.15
Calculate the S-parameters for the two-port network shown in Figure 3.30 for the case
where Z0 = 50 W.

Solution. Summing up for S-parameters:

S11 = 0.333 ∠ 0° or –9.551 dB ∠ 0° S12 = 0.667 ∠ 0° or –3.517 dB ∠ 0°
S21 = 0.667 ∠ 0° or –3.517 dB ∠ 0° S22 = 0.333 ∠ 0° or –9.551 dB ∠ 0°

This circuit is shown in Figure 4.25.

4.14.2 Shunt elements
PUFF can be used to calculate shunt elements as shown in Example 3.16.

Example 3.16
Calculate the S-parameters for the two port network shown in Figure 3.32 for the case
where Z0 = 50 W.

Solution. Summing up for S-parameters:

S11 = 0.333 ∠ 180° or –9.551 dB ∠ 180° S12 = 0.667 ∠ 0° or –3.517 dB ∠ 180°
S21 = 0.667 ∠ 0° or –3.517 dB ∠ 180° S22 = 0.333 ∠ 180° or –9.551 dB ∠ 180°
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Fig. 4.25 Verification of Example 3.15
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The values calculated by PUFF are shown in Figure 4.26. You can see that they are
similar.

4.14.3 Ladder network
PUFF can be used for calculating ladder networks. This is shown by Example 3.17 which
was carried out manually in Chapter 3.

Example 3.17

(a) Calculate the S-parameters for the two-port network shown in Figure 3.32 for the case
where Z0= 50 W.

(b) Find the return loss at the input with ZL = Z0.
(c) Determine the insertion loss for the network when the generator and the termination

are both 50 W.

Solution. To sum up for S-parameters

(a) S11 = 0.518 ∠ 131.16° or –5.713 dB ∠ 131.16°
S12 = 0.524 ∠ –16.22° or –5.613 dB ∠ –16.22°
S21 = 0.524 ∠ –16.22° or –5.613 dB ∠ –16.22°
S22 = 0.442 ∠ 172.87° or –7.092 dB ∠ 131.16°
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Fig. 4.26 Verification of Example 3.16
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(b) From part (a), G ∠ q = 0.518 ∠ 131.16°. Hence 

return loss (dB) = –20 log10 |0.518| = –20 × (–0.286) = 5.71 dB

(c) The forward power gain of the network will be |S21|2.

|S21|2 = (0.524)2 = 0.275

This represents a loss of –10 log10 0.275 = 5.61 dB.

Figure 4.27 gives the answers for the parameters. To derive the other two answers,
namely (b) return loss and (c) forward power, you merely read off S11 and S21 and
calculate to get the values.

4.15 Discontinuities: physical and electrical line lengths

This section is vitally important in the construction of your circuits. In all the problem
solving given earlier, the theoretical (electrical) line length has been assumed. In other
words, we have taken a physical line length of one wavelength and assumed it to be 360
electrical degrees. In the practical case, if you were to do this with a transmission line, you
would find that a physical length of one wavelength is not likely to be 360 electrical
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Fig. 4.27 Verification of Example 3.17
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degrees. This is due to end effects and line fringing effects, shown in Figure 4.28. The
general name for these effects is discontinuities.

PUFF does not take these effects into account when drawing the artwork; therefore you
must compensate for them when you use PUFF to draw the artwork. UCLA (PUFF
program writers)1 suggest that we consider four dominant discontinuities in microstrip.
These are:

• excess capacitance of a corner;
• capacitive end effects for an open circuit;
• step change in width;
• length correction for the shunt arm of a tee junction.

4.15.1 Excess capacitance of a corner
When a sharp right-angle bend occurs in a circuit (Figure 4.29(a)) there will be a large
reflection from the corner capacitance. PUFF mitres corners to reduce the capacitance and
minimise this reflection as shown in Figure 4.29(b). You can change the value of the mitre
fraction (m) set in the setup.puf template as 0.6. The mitre fraction (m) is defined as:
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Fig. 4.28 Effect of fringing fields in transmission lines

Fig. 4.29 Chamfering (mitreing) of corners

m b w w= − +1 1
2

2
2 (4.1)

1 This is also on the CD-ROM PUFF manual.
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4.15.2 Capacitance end effects for an open circuit
In an open-circuit line, the electric fields extend beyond the end of the line. This excess
capacitance makes the electrical length longer than the nominal length of the line, typically
by a third to a half of the substrate thickness. To compensate for this effect in the artwork,
a negative length correction can be added to the parts list. Hammerstad and Bekkadal4 give
an empirical formula for the length extension l in microstrip:

where eeff is the effective dielectric constant of the through arm.

Note: In the above correction, the length l must be negative, i.e. the length l must be
subtracted from the desired length in the parts list.

4.15.3 Step change in width of microstrip
A similar method may be used to compensate for a step change in width between high
and low impedance lines. This is shown in Figure 4.31. The discontinuity capacitance
at the end of the low impedance line will have the effect of increasing its electrical
length.

Discontinuities: physical and electrical line lengths 191

4 E.O. Hammerstad and F. Bekkadal, A Microstrip Handbook, ELAB Report, STF 44 A74169, N7034,
University of Trondheim, Norway, 1975.

Fig. 4.30 Line length compensation for end effects
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Assuming the wider low impedance line has width w2, and the narrow high impedance
line has width w1, compensate using the expression suggested by Edwards5

or

where ls is the step length correction for line w2 and l/h is the value obtained from Equation
4.2 and Figure 4.30.

4.15.4 Length correction for the shunt arm of a tee-junction
In the tee-junction shown in Figure 4.32, the electrical length of the shunt arm is short-
ened by distance d2. The currents effectively take a short cut, passing close to the
corner. It is particularly noticeable in the branch-line coupler because there are four tee-
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5 T.C. Edwards, Foundations for microstrip circuit design, second edition, John Wiley & Sons, ISBN 0 471
93062 8, 1992.

Fig. 4.31 Step change in width of microstrip

Fig. 4.32 Length correction for the shunt arm of a tee-junction
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junctions. Hammerstad and Bekkadal (see footnote 4) give an empirical formula for d2
in microstrip:

where εeff is the effective dielectric constant of the through arm. Equation 4.4 is plotted in
Figure 4.32 for a 50 W through line. Additional help on discontinuity modelling for both
microstrip and stripline can be found in a book by Gupta.6

4.16 Summary

By now, I am sure you will agree that your studies in Parts 2 and 3 on transmission lines,
Smith charts and S-parameters are beginning to bring rewards and help you toward the goal
of being a good h.f. and microwave engineer.

Sections 4.1 to 4.3 of this part have been devoted to the installation of PUFF. In Section
4.4, we covered the principles of using PUFF. Section 4.5 provided some simple examples
of how to use the facilities provided by PUFF for printing and production of artwork. In
Section 4.6, we designed and produced the artwork, and measured the frequency response
of a bandpass filter using transmission lines.

Section 4.7 was used to collect and collate all the PUFF commands that you had learnt
previously. The use, design and modification of templates for the PUFF system were
discussed in Section 4.8. In Section 4.9, we learnt how to manipulate and alter transistor
templates for PUFF.

In Section 4.10, we achieved our goal of verifying and checking that the work carried
out in Parts 2 and 3 was valid. Fifteen examples (2.3, 2.7, 2.8, 2.13, 2.14, 2.15, 3.2, 3.5,
3.6, 3.11, 3.12, 3.13, 3.14, 3.15, 3.16 and 3.17) were entered into PUFF. Their results were
compared with the examples produced manually in Parts 2 and 3. The fact that both sets
of results agree should give you confidence in the use of either method.

In Section 4.11, we used PUFF to investigate the properties of the branch-line coupler
and the rat-race coupler. We evaluated their transmission and matching properties.

Section 4.12 was used to show how PUFF can be used to find admittances (Example
3.2), network impedance and reflection coefficient (Example 3.5), input impedance of
transmission lines (Example 3.6), quarter-wave transformers (Example 3.11), and cascad-
ing of quarter-wave transformers. The examples created manually in Part 3 all agree with
the solutions provided by PUFF.

The very important technique of stub matching was detailed and demonstrated in
Section 4.13. It provided details on how single stub matching can be carried out with
PUFF. The PUFF answer agreed well with Example 3.12 which was previously carried out
manually and also with direct calculations. See Table 4.5 in Section 4.13.1 for details.
Section 4.13.2 provided details on how matching can be carried out using inductive or
capacitive tuning stubs. Section 4.13.3 provided an electronic matching of Example 3.13.
Double stub electronic matching of Example 3.14 was verified in Section 4.13.4.
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6 K.C. Gupta, R. Garg and R. Chadha, Computer-aided design of microwave circuits, Artech House, Deham,
Mass. USA, ISBN 0–89006–105–X, 1981.
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Section 4.14 demonstrated how PUFF can be used to calculate the S-parameters of
series elements (Example 3.15), shunt elements (Example 3.16) and networks (Example
3.17).

The important subject of discontinuities in microstrip and how they may be compen-
sated for in the PUFF artwork was covered in Section 4.15. Four types were discussed, and
compensation methods for minimising these effects were shown.

Now that you are familiar with many passive networks and their solutions, we will be
moving on to active circuits, mainly the design of amplifiers, in the following parts.
However, this is not the last of PUFF because we will be using it in the design of filters
and amplifiers.

Last but not least, the use of PUFF in the design and layout of circuits detailed in an
article called ‘Practical Circuit Design’ is reproduced on the disk accompanying this book.
However, I advise you to defer reading it until you have reached the end of Part 7 because
many of the principles and techniques used in the article have yet to be explained.
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5

Amplifier basics

5.1 Introduction

The information gained in the previous parts has now allowed us to move into the realms
of amplifier design. Small signal r.f. amplifiers assume many configurations. We show two
common configurations. In Figure 5.1, we show the circuit of a single stage amplifier. It
consists of five main sections:

• input source with a source impedance Z s;
• an input tuned/matching circuit comprising C1, L1 and C2;
• a transistor amplifier (transistor biasing is not shown);
• an output tuned/matching circuit comprising L2 and C3;
• load (ZL).

In Figure 5.2, we show the circuit of a multi-stage integrated amplifier circuit. It
consists of five main sections:

• input source with a source impedance Z s;
• a multi-stage amplifier gain block (sometimes called ‘gain blok’);

Fig. 5.1 Single stage amplifier
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• a multi-tuned/matching filter circuit comprising C1, L1, C2, L2 and C3;
• a multi-stage amplifier gain block (sometimes called ‘gain blok’);
• load (ZL).

From the above figures, it is clear that to design a circuit, we must understand:

• tuned circuits
• filters
• matching techniques
• amplifier parameters
• gain block parameters

Much material will be devoted to matching circuits in this chapter because after selection
of a transistor or gain block for a particular design, there is not much you can do within
the active device other than present efficient ways in which energy can be coupled in and
out of the device. This in turn calls for efficient matching circuits for the intended
purposes.

In this chapter, we will investigate tuned circuits, filters and impedance matching tech-
niques. This will enable us to deal with transistors, and semiconductor devices in the next
chapter.

5.1.1 Aims
The aims of this chapter are to introduce you to the passive elements and/or devices which
are used in conjunction with active devices (transistors, etc.) to design complete circuits.

5.1.2 Objectives
The objectives of this chapter are to show how passive, discrete and distributed elements
can be used in the design of tuned circuits, filters and impedance matching networks.

5.2 Tuned circuits

As these equations are readily available in any elementary circuit theory book, we shall
simply state the equations associated on single series and parallel tuned circuits.
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Fig. 5.2 Multi-stage amplifier
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5.2.1 Series circuits
The series C, L and R circuit is shown in Figure 5.3. The fundamental equations relating
to the series circuit are:

where

Z = input impedance with R (ohms), L (Henries), C (Farads)
wo = resonant frequency in radians per second
vr = voltage across resistor R
vs = open-circuit source voltage
Q = quality factor
w2 = upper frequency (rads/sec) where the response has fallen by 3 dB
w1 = lower frequency (rads/sec) where the response has fallen by 3 dB
w2 – w1 = 3 dB bandwidth of the circuit

Example 5.1
A series CLR circuit has R = 3 W, L = 20 nH and a resonant frequency ( f0) of 500 MHz.
Estimate (a) its impedance at resonance, (b) the value of the capacitance needed for reso-
nance at 500 MHz, (c) Q of the circuit at resonance, and (d) the 3 dB bandwidth.

Given: R = 3 W, L = 20 nH and f0 = 500 MHz.
Required: (a) Impedance at resonance, (b) value of series capacitance for resonance at
500 MHz, (c) Q of the circuit at resonance and (d) the 3 dB bandwidth of the circuit.

Solution

(a) Using Equation 5.1

Z = R + jwL + (1/( jwC) = 3 + j(XL) – j(XC)
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Fig. 5.3 Series circuit
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Since XL = XC at resonance

Z = 3 W

(b) Using Equation 5.2

Transposing

C = 5.066 pF

(c) Using Equation 5.4

Q = woL/R or    1/(woCR) = (2p × 500 MHz × 20 nH)/3 = 62.832/3 = 20.944

(d) Using Equation 5.5

Q = wo/(w2 – w1)

Therefore 20.944 = 500 MHz/bandwidth MHz. Hence

3 dB bandwidth ≈ 23.873 MHz

Using PUFF
To find C, we invoke the simple optimiser in PUFF which is called the component sweep.
Instead of sweeping with frequency, a circuit’s scattering parameters may be swept with
respect to a changing component parameter. This feature is invoked by placing a question
mark (?) in front of the parameter to be swept in the appropriate position of a part description
in the F3 box. This is shown in Figure 5.4 where a question mark (?) has been placed in front
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Fig. 5.4 Using PUFF to sweep-change the value of C
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Da Silva Part 5  15:2:2001 10:14 am  Page 198



of the 10 pF in the F3 box.1 PUFF now knows that we wish to sweep-change the value of C
until we get resonance at the fd frequency which has been set to 0.5 GHz or 500 MHz in the
F4 box.

If you now press the F2 key and press the p key, you will get the plot shown in Figure
5.4. Note that in the third sentence in the F2 box, we have the Part b 5.0625 pF. You will
not get this value initially, because the first displayed value is not in resonance; however,
if while in the p plot mode, you press the page up and/or page down keys, you will find
the value of Part b changing. You will also see the X mark on the rectangular plot move
simultaneously. Keep pressing the page up or page down keys, until S11 shown in the F2
box is reading the largest negative number, in this case, S11 ≈ –67 dB. Now Part b will
show 5.06 pF approximately. This is the value of C which will resonate with the 20 nH to
produce resonance at 500 MHz.

The reason why I have asked you to use the S11 indicator rather than the S21 indicator
is because it is easier to locate the minimum point. This is best explained by Figure 5.5
where I have shown the equivalent circuit used by PUFF. You know that you only get
perfect match (S11 = 0) when Zd (source) is terminated by Zd (load). This will only occur
when j(wL – 1/wC) = 0. Having found the value of C as 5.06 pF, we can now plot the circuit
conventionally and obtain the response of Figure 5.6. To obtain better scaling in Figure 5.6,
I have copied and modified the PUFF set-up template and changed the frequency range
from 400 MHz to 600 MHz, fd to 500 MHz and Zd to 1.5 W so that the total resistance in
the circuit is 1.5 W + 1.5 W (see Figure 5.5), i.e. 3 W.

If we now press the F2 key and p, we will get the response of the Q curve and by using
the page up and page down keys, we can observe that the upper –3 dB point occurs at
approximately 512.5 MHz. The low –3 dB point occurs at 488.5 MHz. Hence the 3 dB
bandwidth is (512.5 – 488.5) MHz = 24 MHz. To sum up:

Item Calculation PUFF
Value of capacitance 5.066 pF 5.0625 pF
3 dB bandwidth 23.873 MHz 24 MHz

You may well ask whether doing it by PUFF is worth the effort when you can obtain
good results by calculation. It is worth it, because PUFF gives you a picture of the circuit
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1 Swept lumped components are restricted to single resistors, capacitors or inductors. A description such as
lumped ?1+5j–5j W is not allowed since it is a series CLR circuit. In addition the parallel sign | | cannot be used
in the lumped specification. The unit and prefix given in the part description (following the ?) is inherited by the
component sweep.

Fig. 5.5 Equivalent circuit used by PUFF
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response. It tells you the amount of rejection (attenuation) for frequencies outside the reso-
nance frequency. It also shows you how the Q must be modified to get the results you want.
Last, but not least, using PUFF gives you confidence for more complicated circuits later in
the book.

5.2.2 Parallel circuits
Similar results can also be obtained either by calculation or by using PUFF for parallel
circuits which are normally used for the load impedance of amplifiers. The fundamental
equations relating to the parallel circuit are:

Z = 1�Y (5.6)

Y = G + jwC – j(1�wL ) (5.7)

Q = R�woL or   woCR (5.10)

Q = wo�(w2 – w1) (5.11)
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Fig. 5.6 Response of tuned circuit
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where

Z = input impedance with R (ohms), L (henries), C (farads)
Y = input admittance with G (Siemens), L (henries), C (farads)
wo = resonant frequency in radians per second
ir = current across conductance G
is = total current through admittance
Q = quality factor
w2 = upper frequency (rads/sec) where the response has fallen by 3 dB
w1 = lower frequency (rads/sec) where the response has fallen by 3 dB
w2 – w1 = 3 dB bandwidth of the circuit

Example 5.2
A parallel circuit (Figure 5.7) consists of an inductor of 20 nH, a capacitance of 5.06 pF
and a resistance across the tuned circuit of 2.5 kW. It is driven from a current source. Plot
its frequency response from 400 MHz to 600 MHz.

Solution. Using PUFF, we obtain Figure 5.8. In the F3 box, we have used a symbol | |
which signifies that two elements are in parallel and changed the scaled microstrip lines in
the F4 box to the Manhattan mode. The Manhattan mode allows PUFF to carry out calcu-
lations without bothering about the physical size of components. In the F4 box, I have also
set Zd to 5000 W and, bearing in mind Figure 5.7, it is readily seen that this is equivalent
to having a combined resistance of 2.5 kW across the tuned circuit. From Figure 5.8, the
–3 dB bandwidth of the circuit is measured to be (506.5 – 494.0) MHz or 12.5 MHz. The
Q of the circuit is 500 MHz/12.5 MHz = 40.

5.2.3 Cascading of tuned circuits

Most radio frequency systems use a number of tuned circuits in cascade to achieve the
required selectivity (tuning response). One such arrangement commonly used in broadcast
receivers is shown in Figure 5.9. You should note that amplifiers are placed in between the
tuned circuits so that they do not interact directly with each other.

One way would be to derive the response of each individual tuned circuit, then multi-
ply their individual responses to obtain the overall response. Another way would be to
take the individual responses in dB and add them together. I have done this for you. The
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Fig. 5.7 Parallel tuned circuit
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calculations are shown in Table 5.1. The results can then be plotted as shown in Figure
5.10. Although there are two tuned circuits each with a Q of 35, I have only plotted one
for the sake of clarity. You should also note that the frequency scale (w /wo) has been plot-
ted linearly this time instead of logarithmic. This is to allow a better view of the response
near the resonant frequency.
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Fig. 5.9 Tuned circuit arrangement of a broadcast radio receiver

Fig. 5.8 Frequency response of a parallel tuned circuit

Tuned
circuit
Q = 15

Da Silva Part 5  15:2:2001 10:15 am  Page 202



5.3 Filter design

I will now refer you to Figure 5.2 where filters are interspersed between amplifiers to
determine the frequency response of an amplifier block. We will commence by discussing
the main types of filters and later provide details of how these can be designed.
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Table 5.1 Q factor responses

Fractional frequency (rad/s) Attenuation is given in dB

w/wo Q = 15 Q = 35 Q = 35 Total Q

0.85 –13.98 –21.19 –21.19 –56.4
0.9 –10.42 –17.45 –17.45 –45.3
0.93 –7.595 –14.29 –14.29 –36.2
0.95 –5.276 –11.43 –11.43 –28.1
0.97 –2.637 –7.441 –7.441 –17.5
0.98 –1.359 –4.772 –4.772 –10.9
0.99 –0.378 –1.746 –1.746 –3.9
0.995 –0.097 –0.504 –0.504 –1.1
1.0 0.0 0.0 0.0 0.0
1.005 –0.096 –0.5 –0.5 –1.1
1.01 –0.371 –1.718 –1.718 –3.8
1.015 –0.79 –3.194 –3.194 –7.2
1.02 –1.313 –4.656 –4.656 –10.6
1.05 –4.975 –11.03 –11.03 –27.0
1.08 –8.022 –14.78 –14.78 –37.6
1.11 –10.35 –17.37 –17.37 –45.1
1.13 –11.62 –18.72 –18.72 –49.1
1.15 –12.72 –19.88 –19.88 –52.5
1.18 –14.13 –21.35 –21.35 –56.8

Fig. 5.10 Graph of the r.f. response curve of a broadcast radio receiver
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5.3.1 Introduction
Figure 5.11 shows a multi-element low pass filter which is used at low frequencies. As
frequency increases, the circuit elements C1, L2, C3, L4 and C5 decrease and at microwave
frequencies these element values become very small. In fact, in many cases, these calcu-
lated values are simply too small in value to implement as lumped elements and transmis-
sion line elements are used to provide the equivalent. Such a microstrip filter is shown in
Figure 5.12.

Comparing the two figures, it can be seen that capacitors are represented by low imped-
ance lines while inductors are represented by high impedance lines. You should not be
surprised by this innovation because in Section 2.13.3 we have already shown you how
transmission lines can be used to construct inductors and capacitors.

An example of how a high pass filter (Figure 5.13) can be implemented in microstrip
line is shown in Figure 5.14. In this case similar microstrip type configurations are used to
represent inductors and capacitors.
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Fig. 5.11 Low pass filter

Fig. 5.12 Microstrip low pass filter

Fig. 5.13 High pass filter

Da Silva Part 5  15:2:2001 10:15 am  Page 204



Finally in Figures 5.15 and 5.16, we show how coupled filter circuits can be constructed
in microstrip configuration.

In general, most microwave filters are first designed as conventional filters and then the
calculated values are translated into microwave elements. In the above figures, we have
only shown microstrip filters but there is no reason why microwave filters cannot be made
in other configurations such as transmission lines and waveguides. Microstrip lines are
more popular because they can be made easily and are relatively cheap.

5.3.2 Overview of filters

In this section we will show you how to select and design various types of multi-element
filters for dedicated purposes. Once these methods have been learnt then it becomes
comparatively easy to design microwave filters. Hence the following sections will concen-
trate on:

• formulating your filter performance requirements;
• deciding which type of filter network you need to meet these requirements;
• calculating or finding out where the normalised element values are published;
• performing simple multiplication and/or division to obtain the component values.
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Fig. 5.14 Microstrip high pass filter

Fig. 5.15 Coupled tuned circuits

Fig. 5.16 Microstrip coupled circuits
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5.3.3 Specifying filters
The important thing to bear in mind is that although the discussion on filters starts off by
describing low pass filters, we will show you later by examples how easy it is to change a
low pass filter into a high pass, a bandpass or a bandstop filter.

Figure 5.17(a) shows the transmission characteristics of an ideal low pass filter on a
normalised frequency scale, i.e. the frequency variable (f) has been divided by the pass-
band line frequency ( fp). Such an ideal filter cannot, of course, be realised in practice. For
a practical filter, tolerance limits have to be imposed and it may be represented pictorially
as in Figure 5.17(b).

The frequency spectrum is divided into three parts, first the passband in which the inser-
tion loss (Ap) is to be less than a prescribed maximum loss up to a prescribed minimum
frequency ( fp). The second part is the transition limit of the passband frequency limit fp
and a frequency Ws in which the transition band attenuation must be greater than its design
attenuation. The third part is the stopband limit in which the insertion loss or attenuation
is to be greater than a prescribed minimum number of decibels.

Hence, the performance requirement can be specified by five parameters:

• the filter impedance Z0
• the passband maximum insertion loss (Ap)
• the passband frequency limit ( fp)
• the stopband minimum attenuation (As)
• the lower stopband frequency limit (Ws)
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FFiigg.. 55..1177((aa)) Ideal filter

FFiigg.. 55..1177((bb)) Practical filter
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Sometimes, manufacturers prefer to specify passband loss in terms of return loss ratio
(RLR) or reflection coefficient (r). We provide Table 5.2 to show you the relationship
between these parameters. If the values that you require are not in the table, then use the
set of formulae we have provided to calculate your own values.

These parameters are inter-related by the following equations, assuming loss-less reac-
tances:

RLR = –20 log |r| (5.12)

Ap = 10 log (1 – | r|2) (5.13)

and

Zout         1 + |r|
VSWR = —— = ———— (5.14)

Zin 1 – |ρ| 

5.3.4 Types of filters
There are many types of filter. The more popular ones are:

• Butterworth or maximally flat filter;
• Tchebyscheff (also known as Chebishev) filter;
• Cauer (or elliptical) filter for steeper attenuation slopes;
• Bessel or maximally flat group delay filter.

All of these filters have advantages and disadvantages and the one usually chosen is the
filter type that suits the designer’s needs best. You should bear in mind that each of these
filter types is also available in low pass, high pass, bandpass and stopband configurations.
We will discuss in detail the Butterworth and the Tchebyscheff filters.
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Table 5.2 Equivalence between reflection coefficient, RLR, Ap and VSWR

Maximum reflection Minimum return loss Maximum passband Zoutcoefficient r% ratio RLR(dB) insertion loss VSWR = ——
Ap (dB) Zin

1 40 0.00043 1.020
1.7 35 0.001 1.033
2 34 0.0017 1.041
3 30 0.0043 1.062
4 28 0.007 1.083
5 26 0.01 1.105
8 22 0.028 1.174

10 20 0.043 1.222
15 16 0.1 1.353
20 14 0.18 1.50
25 12 0.28 1.667
33 10 0.5 1.984
45 7 1 2.661
50 6 1.25 3
61 4.3 2 4.12
71 3 3 5.8
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5.4 Butterworth filter

Figure 5.18 shows the response of the maximally flat, power law or Butterworth type
which is used when a fairly flat attenuation in the passband is required. The Butterworth
filter achieves the ideal situation only at the ends of the frequency spectrum. At zero
frequency the insertion loss is zero, at low frequencies the attenuation increases very grad-
ually, the curve being virtually flat. With increasing frequency the attenuation rises until it
reaches the prescribed limit.

At the 3 dB frequency there is a point of inflexion, and thereafter the cut-off rate
increases to an asymptotic value of 6n dB/octave, where n is the number of arms. As the
number of arms is increased the approximation to the ideal improves, the passband
response becomes flatter and the transition sharper. For instance, for 3, 5 and 7 arms, the
1 dB loss passband frequencies are 0.8, 0.875 and 0.91 respectively of the 3 dB
frequency, and the corresponding 40 dB frequencies are 4.6, 2.6 and 1.9 times the 3 dB
frequency.

For values of As greater than 20 dB and RLR greater than 10 dB, you can use Equation
5.15 to calculate the number of arms (n) required in the filter for a given attenuation at a
given frequency:

As + RLR
n = ————— (5.15)

[20 log Ws]

Alternatively if you prefer, you can use the ABAC of Table 5.3 to get the same result. To
use the ABAC, simply lay a ruler across any two parameters and read the third parameter.
This is best demonstrated by an example.

Example 5.3
A low pass Butterworth filter is to have a cut-off frequency of 100 MHz. At 260 MHz, the
minimum attenuation in the stopband must be greater than 40 dB. Estimate the number of
arms required for the filter.

Solution. In terms of normalised units (Ws), 260 MHz/100 MHz = 2.6. Using Equation
5.15
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Fig. 5.18 Butterworth filter
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Alternatively, using the ABAC of Table 5.3 and drawing a straight line between 40 on the
left and 2.6 on the right will also give an answer of n < 5 arms.

Butterworth filter 209

Table 5.3 ABAC for estimating the number of arms required for a given return loss and attenuation

n
A= + = = ≈s

s

RLR

20
 arms

log log .
.

Ω
40

20 2 6
4 82 5
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5.4.1 Normalised parameters
Each type of filter also has one or more sets of normalised parameters which are used for
calculating its component values. Normalised parameters are values which a low pass filter
would assume for its components if it was designed for (i) 1 W termination and (ii) an oper-
ating angular frequency of 1 rad/s. The reason for choosing 1 W and 1 rad/s is that it
enables easy scaling for different filter impedances and operating frequencies. Another
point you should note about Figure 5.19 is that the same configuration can be used for a
high pass filter by simply interchanging L with C, etc. Bandpass and bandstop filters can
also be produced in this manner. We shall carry out all these manipulations later in the
design examples. 

The set of normalised parameters for a Butterworth filter can be calculated from
Equation 5.16:

(2k – 1)p
gk = 2 sin  [ ———— ] (5.16)

2n

where

k = position of element in array [k = 1, 2, 3, . . ., n – 1, n]
n = number of elements for the filter

Note: Before you take the sine value, check that your calculator is set to read radians.

To save you the problem of calculating values, we attach a set of values calculated on
a spreadsheet. These are shown in Table 5.4. In this table, n signifies the number of
components that you are going to use in your filter; k signifies the position of the
element. You can get a diagrammatic view of the system by referring to Figure 5.19.
The values in the tables are constants but they represent Henries or Farads according to
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Fig. 5.19 Schematic of a Butterworth normalised low pass filter

Table 5.4 Butterworth normalised values

k/n 2 3 4 5 6 7 8

1 1.4142 1.0000 0.7654 0.6180 0.5176 0.4550 0.3902
2 1.4142 2.0000 1.8478 1.6180 1.4142 1.2470 1.1111
3 1.0000 1.8478 2.0000 1.9319 1.8019 1.6629
4 0.7654 1.6180 1.9319 2.0000 1.9616
5 0.6180 1.4142 1.8019 1.9616
6 0.5176 1.2470 1.6629
7 0.4450 1.1111
8 0.3902
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the configuration in which they are used. This is best demonstrated by using simple
examples.

5.4.2 Low pass filter design
A typical procedure for low pass filter design is given below, followed by a design example.

Procedure to design a low pass filter

1 Decide the passband and stopband frequencies.
2 Decide on the stopband attenuation.
3 Decide on the type of filter (Butterworth, etc.) you want to use, bearing in mind that

some types such as the Butterworth filter give better amplitude characteristics while the
Bessel filter gives better group delay.

4 Calculate the number of arms you need to achieve your requirements.
5 Calculate or use normalised tables to find the values of the filter elements. These

normalised values (in farads and henries) are the component values required to make a
low pass filter with an impedance of 1 W and a passband limit frequency ( fp) of one
rad/s.

6 To make a filter having a different impedance, e.g. 50 W, the impedance of each compo-
nent must be increased by the impedance ratio, i.e. all inductances must be multiplied
and all capacitances must be divided by the impedance ratio.

7 To make a filter having a higher band limit than the normalised 1 rad/s, divide the value
of each component by (2p times the frequency).

Example 5.4
A five element maximally flat (Butterworth) low pass filter is to be designed for use in a
50 W circuit. Its 3 dB point is 500 MHz. Calculate its component values.

Given: Five element low pass Butterworth filter, fp = 500 MHz, Z0 = 50 Ω.
Required: Calculation of five elements for a low pass filter.

Solution. The required low pass filter circuit is shown in Figure 5.20. The normalised
values for this filter will be taken from column 5 of Table 5.4 because we want a five
element Butterworth filter.

Butterworth filter 211

Fig. 5.20 Low pass configuration
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Table 5.5 shows how the filter design is carried out.

Hence, the calculated values for a five element low pass Butterworth filter with a nomi-
nal impedance of 50 W and a 3 dB cut-off frequency at 500 MHz are:

C1 = 3.93 pF, L2 = 25.75 nH, C3 = 12.73 pF, L4 = 25.75 nH and C5 = 3.93 pF

The response of the filter designed in the above example is shown in Figure 5.21.

Alternatively to save yourself work, you can use PUFF for the result. This is shown in
Figure 5.22.
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Table 5.5 Calculated values for a low pass Butterworth filter

Circuit reference Normalised Z0 = 50 W Z0 = 50 W
Z0 = 1 W f = 1/(2p) Hz fp = 500 MHz
w = 1 rad/s

0.6180 0.6180
g1 or C1 0.6180 F ——— F ———————— F or 3.93 pF

50 50 × 2p × 500 MHz

1.6180 × 50
g2 or L2 1.6180 H 1.6180 × 50 H —————— H or 25.75 nH

2p × 500 MHz

2.0000 2.0000
g3 or C3 2.0000 F ——— F ———————— F or 12.73 pF

50 50 × 2p × 500 MHz

1.6180 × 50
g4 or L4 1.6180 H 1.6180 × 50 H ——————  H or 25.75 nH

2p × 500 MHz

0.6180 0.6180
g5 or C5 0.6180 F ——— F ———————— F or 3.93 pF

50 50 × 2p × 500 MHz

Fig. 5.21 Results of Example 5.4
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5.4.3 Low pass filter example
Low pass filters can also be designed using transmission lines. We will not do it here because
(i) the circuit elements must first be translated into electrical line lengths, and their end
capacitances and discontinuities must be calculated, (ii) the effect on the other components
must be compensated which means altering line lengths again, and (iii) changing line lengths
of each element in turn, then again compensating for the effect of each line length on the
other elements. The whole process is rather laborious and is best done by computer design.
You can find more detail in filter design from two well known books, the first by Matthei,
Young and Jones and the other by T. C. Edwards.2

5.4.4 Low pass filter using microstrip lines
We use PUFF to show an example of a distributed low pass filter.

Example 5.5
Figure 5.23 shows how a low pass filter can be produced using transmission lines of varying
impedances and lengths. You should note that distributed line filters of this type also conduct
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2 G. L. Matthei, L. Young and E. M. T. Jones, Microwave filters, impedance matching networks and coupling
structures, McGraw-Hill, New York NY, 1964 and T. C. Edwards, Foundations for microstrip design, second
edition, John Wiley and Sons, 1992.

Fig. 5.22 Results of low pass filter using PUFF
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d.c. and that if you want to block d.c. then you should use d.c. blocking components such as
series capacitors. For details of the filter elements, refer to the F3 box of Figure 5.23.

5.4.5 High pass filter
A typical procedure for high pass filter design is given below. It is immediately followed
by a design example.

Procedure to design a high pass filter

1 Decide the passband and stopband frequencies.
2 Decide on the stopband attenuation.
3 Decide on the type of filter (Butterworth, etc.) you want to use, bearing in mind that

some types such as the Butterworth filter give better amplitude characteristics while the
Bessel filter gives better group delay.

4 Calculate the number of arms you need to achieve your requirements.
5 Calculate or use normalised tables to find the values of the filter elements. These

normalised values (in farads and henries) are the component values required to make a
low pass filter with an impedance of 1 W and a passband limit frequency ( fp) of 1 rad/s.

6 To calculate the corresponding high pass filter, we must (a) replace each capacitor by an
inductor and each inductor by a capacitor and (b) give each component a normalised
value equal to the reciprocal of the normalised component it replaces.
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Fig. 5.23 Low pass filter construction using microstrip
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7 To make a filter having a different impedance, e.g. 50 W, the impedance of each compo-
nent must be increased by the impedance ratio, i.e. all inductances must be multiplied,
all capacitances must be divided by the impedance ratio.

8 To make a filter having a higher band limit than the normalised 1 rad/s, divide the value
of each component by (2p times the frequency).

Example 5.6 High pass filter design
A five element maximally flat (Butterworth) high pass filter is to be designed for use in a
50 W circuit. Its 3 dB point is 500 MHz. Calculate its component values. Hint: note that
this is the high pass equivalent of the low pass filter designed previously.

Given: Five element high pass Butterworth filter, fp = 500 MHz, Z0 = 50 W.
Required: Calculation of five elements for a high pass filter.

Solution. The circuit is shown in Figure 5.24.

The normalised values for this filter will be taken from column 5 of Table 5.4 because
we want a five element Butterworth filter. Table 5.6a shows how this is carried out.
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Table 5.6a Calculated values for a high pass Butterworth filter

Circuit reference Normalised Z0 = 50 W Z0 = 50 W
Z0 = 1 W f = 1/(2p) Hz fp = 500 MHz
w = 1 rad/s

1 50 50 × 109

g1 or L1 ——— H ——— H —————————— = 25.75 nH
0.6180 0.6180   0.6180 × 2p × 500 × 106

1 1 1 × 1012

g2 or C2 ——— F ————— F ———————————— = 3.93 pF
1.6180 1.6180 × 50 1.618 × 50 × 2p × 500 × 106

1 50 50 × 109

g3 or L3 ——— H ——— H —————————— 7.95 nH
2.0000 2.0000 2.000 × 2p × 500 × 106

1 1 1 × 1012

g4 or C4 ——— F ————— F ———————————— = 3.93 pF
1.6180 1.6180 × 50 1.618 × 50 × 2p × 500 × 106

1 50 50 × 109

g5 or L5 ——— H ——— H —————————— = 25.75 nH
0.6180 0.6180 0.6180 × 2p × 500 × 106

Fig. 5.24 High pass configuration
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Hence, the calculated values for a five element high pass Butterworth filter with a nomi-
nal impedance of 50 W and a 3 dB cut-off frequency at 500 MHz are:

L1 = 25.75 nH, C2 = 3.93 pF, L3 = 7.95 nH, C4 = 3.93 pF and L5 = 25.75 nH

The response of the filter designed in the above example is shown in Figure 5.25.

You can verify this design for yourself by using PUFF. Details of this are given in
Figure 5.26.
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Fig. 5.25 High pass filter

Fig. 5.26 High pass filter using PUFF
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5.4.6 High pass filter using microstrip lines
An example of high pass filter design using microstrip lines is given below.

Example 5.7
The construction of a high pass filter using microstrip lines is shown in Figure 5.27.
Details of this filter can be found in the same figure.

5.4.7 Bandpass filter
For a bandpass filter, the performance must be specified in terms of bandwidth (see Figure
5.28). The passband limit ( fp) becomes the difference between the upper frequency limit
( fb) and the lower frequency limit ( fa) of the passband, i.e. fp = fb – fa. Similarly the
frequency variable ( f ) becomes the frequency difference between any two points on the
response curve at the same level: and the stopband limit ( fs) becomes the frequency differ-
ence between the two frequencies ( fx and fy) outside of which the required minimum stop-
band attenuation (As) is to be achieved.

The response curve will have geometric symmetry about the centre frequency ( f0), i.e.
This means that the cut-off rate in dB/Hz will be greater on thef f f f f0 = =a b x y. . .
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Fig. 5.27 Construction of a high pass filter using transmission lines
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low frequency side and usually the number of arms required in the filter will be dependent
on the cut-off rate of the high frequency side. The normalised stopband limit is given by

Ws = ( fs/fp) = ( fy – fx)/( fb – fa)

Procedure to design a bandpass filter
To evaluate a bandpass filter having a passband from fa to fb:

1 define the pass bandwidth fp = fb – fa;
2 calculate the geometric centre frequency
3 evaluate as previously the lowpass filter having its passband limit frequency equal to fp;
4 add in series with each inductance (L) a capacitance of value (1/(wo

2L) and in parallel
with each capacitance (C) an inductance of value (1/(wo

2C), i.e. the added component
resonates the original component at the band centre frequency f0.

Example 5.8
A five element maximally flat (Butterworth) bandpass filter is to be designed for use in a
50 W circuit. Its upper passband frequency limit ( fb) is 525 MHz and its lower passband
frequency limit is 475 MHz. Calculate its component values. Hint: calculate the low pass
filter for the passband design bandwidth, then ‘translate’ the circuit for operation at

Given: Five element bandpass Butterworth filter, fp = 50 MHz, Z0 = 50 W.
Required: Calculation of five elements for a high pass filter.

Solution. The passband filter components are shown in Figure 5.29.

1 Define the passband frequency;

fp = fb – fa = (525 – 475) MHz = 50 MHz

2 Calculate the geometric mean frequency;

f f f0 = ×a b .

f f f0 = a b ;
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Fig. 5.28 Bandpass characteristics

f f f0 525 475 499 4= × = × ≈b a  MHz  MHz.
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3 Evaluate the low pass filter having its passband limit frequency equal to fp. Use column
5 of Table 5.4.

4 Add in series with each inductance (L) a capacitance of value (1/wo
2L) and in parallel

with each capacitance (C) an inductance of value (1/wo
2C), i.e. the added component

resonates with the original component at the band centre frequency ( f0). In this case,
MHz ≈ 499.4 MHz.

The response of the filter designed in the above example is shown in Figure 5.30.

f0 525 475= ×
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Fig. 5.29 Bandpass configuration

Table 5.7 Calculated primary values for a bandpass Butterworth filter

Circuit reference Normalised Z0 = 50 W Z0 = 50 W
Z0 = 1 W f = 1/(2p) Hz fp = 50 MHz
w = 1 rad/s

0.6180 0.6180
g1 or C1 0.6180 F ——— F ———————— F or 39.343 pF

50 50 × 2p × 50 MHz

1.6180 × 50
g2 or L2 1.6180 H 1.6180 × 50 H —————— H or 257.513 nH

2p × 50 MHz

2.0000 2.0000
g3 or C3 2.0000 F ——— F ———————— F or 127.324 pF

50 50 × 2p × 50 MHz

1.6180 × 50
g4 or L4 1.6180 H 1.6180 × 50 H ——————  H or 257.513 nH

2p × 50 MHz

0.6180 0.6180
g5 or C5 0.6180 F ——— F ———————— F or 39.343 pF

50 50 × 2p × 50 MHz

Table 5.7(a) Resonating values of a bandpass Butterworth filter

Low pass values Resonating values for fo.

C1 39.343 pF L1 2.582 nH
L2 257.513 nH C2 0.394 pF
C3 127.324 pF L3 0.797 nH
L4 257.513 nH C4 0.394 pF
C5 39.343 pF L5 2.582 nH

Da Silva Part 5  15:2:2001 10:15 am  Page 219



Alternatively, you can use PUFF to give you the results shown in Figure 5.31.
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Fig. 5.30 Bandpass filter

Fig. 5.31 Using PUFF to plot results
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5.4.8 Bandpass filter design using microstrip lines

Example 5.9
An example of a coupled line passband filter using microstrip is shown in Figure 5.32. A
coupled filter provides d.c. isolation between the input and output ports.

Design modifications
PUFF permits modification and on-screen comparison of different designs. For this
demonstration, we will use Figure 5.32 as a template and produce Figure 5.33. This is
carried out by using Figure 5.32, going into the F3 box to change values and then re-plot-
ting by pressing the F2 key followed by pressing ctrl + p.

Bandpass filter modification
Figure 5.33 shows clearly how comparisons can be made to a design prior to final choice
and fabrication.
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Fig. 5.32 Bandpass filter using coupled microstrip lines
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5.4.9 Bandstop filter
For a bandstop filter, the performance must be specified in terms of bandwidth (see Figure
5.34). The stopband limit ( fp) becomes the difference between the upper frequency limit
( fb) and the lower frequency limit ( fa) of the passband, i.e. fp = fb – fa. Similarly the
frequency variable ( f ) becomes the frequency difference between any two points on the
response curve at the same level: the stopband limit ( fs) becomes the frequency difference
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Fig. 5.33 Showing how modifications to a design can be compared to an original design to see if a change is desir-
able

Fig. 5.34 Stoppass characteristics
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between the two frequencies ( fx and fy) inside of which the required minimum stopband
attenuation (As) is to be achieved.

The response curve will have geometric symmetry about the centre frequency ( f0), i.e.
This means that the cut-off rate in dB/Hz will be greater on the low

frequency side and usually the number of arms required in the filter will be dependent on
the cut-off rate of the high frequency side. The normalised stopband limit is given by

Ws = ( fs/fp) = ( fy – fx)/( fb – fa)

Procedure to design a bandstop filter
To evaluate a bandstop filter having a stopband from fa to fb:

1 define the stop bandwidth fp = fb – fa;
2 calculate the geometric centre frequency 
3 evaluate as previously the high pass filter having its stopband limit frequency equal to

fp;
4 add in series with each inductance (L) a capacitance of value (1/wo

2L) and in parallel
with each capacitance (C) an inductance of value (1/wo

2C), i.e. the added component
resonates the original at the band centre f0.

Example 5.10
A five element maximally flat (Butterworth) bandstop filter is to be designed for use in a
50 W circuit. Its upper stopband frequency limit ( fb) is 525 MHz and its lower stopband
frequency limit is 475 MHz. Calculate its component values. Hint: calculate the high pass
filter for the stopband design bandwidth, then ‘translate’ the circuit for operation at

Given: Five element band-stop Butterworth filter, fp = 50 MHz, Z0 = 50 W.
Required: Calculation of ten elements for a bandstop filter.

Solution. The bandstop filter components are shown in Figure 5.35.

1 Define the stopband frequency:

fp = fb – fa = (525 – 475) MHz = 50 MHz

2 Calculate the geometric mean frequency

f f fa0 = b .

f f fb0 = a .

f f f f fb0 = =a x y .

Butterworth filter 223

Fig. 5.35 Bandstop configuration

f f fa0 525 475 499 4= × = × ≈b  MHz Mhz. MHz
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3 Evaluate the high pass filter having its passband limit frequency equal to fp. The
normalised values have originally been taken from column 5 of Table 5.4 but because
we are evaluating a high pass filter, the reciprocal values have been used.

4 Add in series with each inductance (L) a capacitance of value 1/(wo
2L) and in parallel

with each capacitance (C) an inductance of value 1/(wo
2C), i.e. the added component

resonates with the original components at the band centre f0. In this case,

The response of the filter designed in the above example is shown in Figure 5.36.
Alternatively, you can use PUFF to plot the result as shown in Figure 5.37.

f0 525 475 499 4= × ≈ MHz MHz..
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Table 5.8 Calculated primary values for a bandstop Butterworth filter

Circuit reference Normalised Z0 = 50 W Z0 = 50 W
Z0 = 1 W f = 1/(2p) Hz fp = 50 MHz
w = 1 rad/s

1 50 50 × 109

g1 or L1 ——— H ——— H —————————— = 257.5 nH
0.6180 0.6180   0.6180 × 2p × 50 × 106

1 1 1 × 1012

g2 or C2 ——— F ————— F ——————————— = 39.3 pF
1.6180 1.6180 × 50 1.618 × 50 × 2p × 50 × 106

1 50 50 × 109

g3 or L3 ——— H ——— H —————————— 79.5 nH
2.0000 2.0000 2.000 × 2p × 50 × 106

1 1 1 × 1012

g4 or C4 ——— F ————— F ———————————  = 39.3 pF
1.6180 1.6180 × 50 1.618 × 50 × 2p × 50 × 106

1 50 50 × 109

g5 or L5 ——— H ——— H —————————— = 257.5 nH
0.6180 0.6180 0.6180 × 2p × 50 × 106

Table 5.9 Resonating values for a bandstop Butterworth filter

High pass values Resonating values for f0

L1 257.53 nH C1 0.39 pF
C2 39.35 pF L2 2.58 nH
L3 79.58 nH C3 1.27 pF
C4 39.35 pF L4 2.58 nH
L5 257.53 nH C5 0.39 pF

Fig. 5.36 Bandstop filter
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5.5 Tchebyscheff filter

Figure 5.38 shows the response of a filter with a Tchebyscheff or equal ripple type of char-
acteristic. Its response differs from the Butterworth filter in that (i) there is a ripple in the
passband response and (ii) the transition region from passband to stopband is more
pronounced. In short, the filter ‘trades off’ passband ripple (Am) to achieve a greater skirt
loss for the same number of filter components. The penalty for using a Tchebyscheff filter
is that there is also greater group-delay distortion.

The passband approaches the ideal filter at a number of frequencies, between which
the insertion loss is allowed to reach the design limit (Ap). This results in a better
approximation and the transition becomes steeper than that of a Butterworth filter with
the same number of arms, e.g. for a filter with 0.1 dB passband ripple and having 3,
5 or 7 arms, the 1 dB frequency is 0.86, 0.945 or 0.97 respectively times the 3 dB
frequency and the corresponding 40 dB frequency is 3.8, 2.0 or 1.5 times the 
3 dB frequency. For As > 20 dB and RLR > 10 dB the number of arms required may be
estimated from Figure 5.39.

Note that Tchebyscheff type filters, having an even number of arms, may have differ-
ent terminal impedances, the ratio of which is a function of Ap, as shown in Figure 
5.39. These filters are sometimes designated by ‘b’. Tchebyscheff filters, having an 
even number of arms and equal terminating impedances, may be designated by ‘c’. 
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Fig. 5.37 Bandstop filter using PUFF
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Fig. 5.38 Tchebyscheff filter response

Fig. 5.39 Estimate of number of arms for Tchebyscheff filter
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The ‘b’ sub-type filters have a slightly greater cut-off rate than the corresponding ‘c’ sub-
type.

5.5.1 Normalised Tchebyscheff tables
Normalised tables for the Tchebyscheff filter may be calculated from Equations 5.17 to
5.23. These are:

Am
b = ln [ coth ———] (5.17)

17.37

where Am = maximum amplitude of passband ripple in dB

b
g = sinh [ ——] (5.18)

2n

where n = total number of arms in the filter

(2k – 1)p
ak = sin [ —————], k = 1, 2, . . ., n (5.19)

2n

kπ
bk = g2 + sin2 [ ——], k = 1, 2, . . ., n (5.20)

n

g = 1 for n odd, g = tanh2 (b /4) for n even (5.21)

g1 = 2a1/g (5.22)

4(ak–1)(ak)
gk = ————— , k = 2, 3, . . ., n (5.23)

(bk–1)(gk–1)

As you can see the calculations for normalised Tchebyscheff filters are quite formidable.
To save you time, we provide Tables 5.10–5.12.
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Table 5.10 Tchebyscheff normalised values (Am = 0.01 dB)

k\n 2 3 4 5 6 7 8

1 0.4488 0.6291 0.7128 0.7563 0.7813 0.7969 0.8072
2 0.4077 0.9702 1.2003 1.3049 1.3600 1.3924 1.4130
3 0.6291 1.3212 1.5773 1.6896 1.7481 1.7824
4 0.6476 1.3049 1.5350 1.6331 1.6833
5 0.7563 1.4970 1.7481 1.8529
6 0.7098 1.3924 1.6193
7 0.7969 1.5554
8 0.7333
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5.5.2 Design procedure for Tchebyscheff filters
1 Decide on the number of arms you require to achieve your passband ripple and desired

attenuation.
2 Obtain the normalised values from the Tchebyscheff tables.
3 Follow the same procedures as for the Butterworth design examples for low pass, high-

pass, bandpass and stopband filters.

Example 5.11
A Tchebyscheff 50 W low pass filter is to be designed with its 3 dB cut-off frequency at 50
MHz. The passband ripple is not to exceed 0.1 dB. The filter must offer a minimum of 30
dB attenuation at 100 MHz. Find (a) the number of arms.

Given: 50 W low pass Tchebyscheff filter, passband ripple ≤ 0.1 dB, minimum attenua-
tion at 100 MHz ≥ 30 dB.
Required: (a) Number of arms of low pass filter, (b) component values for filter.

Solution

(a) Since 100 MHz/50 MHz = 2 and its reciprocal is 0.5 and assuming a return loss of 20
dB and a passband attenuation of 30 dB from Figure 5.39, it is seen that about five
arms will be required.

(b) Therefore the filter follows the configuration shown below in Figure 5.40a. The perti-
nent values are taken from Table 5.11 and the method of calculation is similar to that
of Example 5.4.
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Table 5.11  Tchebyscheff normalised values (Am = 0.1 dB)

k\n 2 3 4 5 6 7 8

1 0.8430 1.0315 1.1088 1.1468 1.1681 1.1811 1.1897
2 0.6220 1.1474 1.3061 1.3712 1.4039 1.4228 1.4346
3 1.0315 1.7703 1.9750 2.0562 2.0966 2.1199
4 0.8180 1.3712 1.5170 1.5733 1.6010
5 1.1468 1.9029 2.0966 2.1699
6 0.8613 1.4228 1.5640
7 1.1811 1.9444
8 0.8778

Table 5.12  Tchebyscheff normalised values (Am = 0.25 dB)3

k\n 2 3 4 5 6 7 8

1 1.113 1.303 1.378 1.382 1.437 1.447 1.454
2 0.688 1.146 1.269 1.326 1.341 1.356 1.365
3 1.303 2.056 2.209 2.316 2.348 2.367
4 0.851 1.326 1.462 1.469 1.489
5 1.382 2.178 2.348 2.411
6 0.885 1.356 1.462
7 1.447 2.210
8 0.898

3 Further tables may be obtained from Reference Data for Radio Engineers, International Telephone and
Telegraph Corporation, 320 Park Avenue, New York 22.
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Hence the calculated values for a five element low pass Tchebyscheff filter (Am ≤ 0.1
dB) with a nominal impedance of 50 W and a 3 dB cut-off frequency at 50 MHz are:

C1 = 73.01 pF, L2 = 218.23 nH, C3 = 125.73 pF, L4 = 218.23 nH, C5 = 73.01 pF

The response of this filter is shown in Figure 5.40b. It has been obtained by using
PUFF. Notice that there is a ripple in the passband but, because of the scale we have used,
it is not clear. However, you can try this on PUFF and set a small attenuation scale and
see the ripple. Alternatively, you can sweep the frequency and notice the variation in S21
in PUFF.

Tchebyscheff filter 229

Fig. 5.40a Low pass configuration

Table 5.13 Calculating values for a low pass Tchebyscheff filter

Circuit reference Normalised Z0 = 50 W Z0 = 50 W
Z0 = 1 W f = 1/(2p) Hz fp = 50 MHz
w = 1 rad/s

1.1468 1.1468
g1 or C1 0.1468 F ——— F ———————— F or 73.01 pF

50 50 × 2p × 50 MHz

1.3712 × 50
g2 or L2 1.3712 H 1.3712 × 50 H —————— H or 218.23 nH

2p × 50 MHz

1.9760 1.9760
g3 or C3 1.9760 F ——— F ———————— F or 125.73 pF

50 50 × 2p × 50 MHz

1.3712 × 50
g4 or L4 1.3712 H 1.3712 × 50 H —————— H or 218.23 nH

2p × 50 MHz

1.1468 1.1468
g5 or C5 1.1468 F ——— F ———————— F or 73.01 pF

50 50 × 2p × 50 MHz 
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Example 5.12
A Tchebyscheff 75 W high pass filter is to be designed with its 3 dB cut-off frequency at
500 MHz. The passband ripple is not to exceed 0.25 dB. The filter must offer a minimum
of 30 dB passband attenuation at 250 MHz. Find (a) the number of arms required, and (b)
the component values.

Given: 75 W high pass Tchebyscheff filter, passband ripple ≤ 0.25 dB, minimum attenu-
ation at 250 MHz ≥ 30 dB.
Required: (a) Number of arms of high pass filter, (b) component values for filter.

Solution

(a) Since 500 MHz/250 MHz = 2 and its reciprocal is 0.5 and assuming a return loss of 20
dB and a passband attenuation of 30 dB from Figure 5.39, it is seen that about five
arms will be required.

(b) Therefore the filter follows the configuration shown in Figure 5.41.
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Fig. 5.40b Tchebyscheff low pass filter

Fig. 5.41 High pass configuration
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The pertinent values are taken from Table 5.12 and the method of calculation is similar
to that of Example 5.4. Table 5.14 shows how this is carried out.

Hence the calculated values for a five element high pass Tchebyscheff filter (Am ≤
0.25 dB) with a nominal impedance of 75 W and a 3 dB cut-off frequency at 500 MHz
are:

L1 = 17.27 nH, C2 = 3.20 pF, L3 = 10.80 nH, C4 = 3.20 pF, and L5 = 17.27 nH

The response of this filter is shown in Figure 5.42. It has been plotted by using PUFF.
Notice the ripple in the passband.
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Table 5.14 Calculated values for a low pass Tchebyscheff filter

Circuit reference Normalised Z0 = 75 W Z0 = 75 W
Z0 = 1 W f = 1/(2p) Hz fp = 500 MHz
w = 1 rad/s

1    75 75  × 109

g1 or L1 ——— H ——— H —————————— = 17.27 nH
1.382 1.382 1.382 × 2p × 500 × 106

1    1        1 × 1012

g2 or C2 ———F ————— F ————————————  = 3.20 pF
1.326 1.326 × 75 1.326  × 75 × 2p × 500 × 106

1 75 75 × 109

g3 or L3 ———H ———H —————————— = 10.80 nH
2.209 2.209 2.209 × 2p × 500 × 106

1 1 1 × 1012

g4 or C4 ———F ————— F ———————————— = 3.20 pF
1.326 1.326 × 75 1.326 × 75 × 2p × 500 × 106

1 75 75 × 109

g5 or L5 ———H ———H —————————— = 17.27 nH
1.382 1.382 1.382 × 2p × 500 × 106
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5.6 Summary on filters

In the previous sections, we have shown you how to synthesise or design low pass, high
pass, bandpass and stopband filters using normalised tables for the Butterworth and
Tchebyscheff type filters. We have assumed that the unloaded Q of the elements are rela-
tively high when compared with the loaded Q of the filter.

The calculations for these design examples have been carried out using a spreadsheet.
There are computer programs available which will compute filter components and in some
cases even produce the microwave circuit layout.

Space limitations prevent us from showing you the synthesis of many other filter types.
However, the design procedures are similar. Many filter designers have produced
normalised tables for various types of filters. If you wish to pursue this topic further, the
classical microwave filter design book is by Matthei, Young and Jones.4 Last but not least,
you should realise that many programs (e.g. SPICE, AppCAD, PUFF) exist to help you
with the calculation and response of these filters.
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Fig. 5.42 Response of high pass filter using PUFF

4 G. Matthei, L. Young and E. Jones, Design of microwave filters, impedance matching networks and
coupling structures, McGraw-Hill, New York NY, 1964. 
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5.7 Impedance matching

Impedance matching is a vitally important part of amplifier design. There are four main
reasons for impedance matching:

• to match an impedance to the conjugate impedance of a source or load for maximum
power transfer;

• to match an amplifier to a certain load value to provide a required transistor gain;
• to match an amplifier to a load that does not cause transistor instability;
• to provide a load for an oscillator that will cause instability and hence oscillations.

5.7.1 Matching methods
There are many means of impedance matching in h.f. and r.f. design. These include:

• quarter-wave transmission line matching • capacitive matching
• single stub matching • L network matching
• double stub matching • pi network matching
• transformer matching • T network matching
• auto-transformer matching

You have already been shown the first three methods. We will now show you the rest.

5.7.2 Transformer matching
The schematic of a typical i.f. (intermediate frequency) transformer is shown in Figure
5.43. The primary coil (terminals 1 and 2) consists of a number (N1) turns of wire wound
in close magnetic proximity to a secondary winding (terminals 3 and 4) with a number (N2)
turns of wire. Both primary and secondary windings are normally wound on to a coil
former consisting of magnetic material (iron, ferrite or special magnetic compounds).
Voltage V1 is the voltage applied to the primary and V2 is the voltage induced in the
secondary by magnetic action. The currents i1 and i2 represent the currents flowing in the
primary and secondary windings respectively.

Magnetic flux linkage between primary and secondary is nearly perfect and for practi-
cal purposes the coupling coefficient between primary and secondary coils is unity.5
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5 A transformer is said to have a coupling coefficient of 1 if all the flux produced by one winding links with
the other windings.

Fig. 5.43 Schematic of a typical i.f. transformer
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Manufacturers tend to quote coupling coefficients greater than 0.95 for transformers used
in 465 kHz i.f. amplifiers. Unless stated otherwise, from now on it will be assumed that the
coupling coefficient is unity.

Operating principles
The operating principles of these transformers can be easily understood by using Michael
Faraday’s law, which states that the voltage (V) induced in a conductor is directly propor-
tional to the rate of change of the effective magnetic flux (∂ø/∂t) across it.

If we define N as the number of turns of the conductor, and ø as the magnetic field, the
induced voltage (V) can be calculated by the following expressions:

∂ø
V1 = N1 —— (5.24)

∂t

and

∂ø
V2 = N2 —— (5.25)

∂t

To calculate the voltage ratio of the transformer we simply divide Equation 5.25 by
Equation 5.24 giving

V2        N2
—— = —— (5.26)
V1 N1

or

V1 N1
—— = —— (5.27)
V2 N2

Current ratio
If we define N as the number of turns, i as the current flowing in a circuit and k as a
constant of that circuit, then according to Biot Savart’s law the magnetic field (ø) produced
can be written as:

ø1 = kN1i1 (5.28)

and

ø2 = kN2i2 (5.29)

Since the magnetic field is the same for both windings in our transformer, we can
combine Equations 5.28 and 5.29 to give

N1i1 = N2i2

and by transposing we get

i2 N1
— = —— (5.30)
i1 N2

If we define Z1 = V1/i1 and Z2 = V2/i2, we can obtain the input impedance of a trans-
former by dividing Equation 5.26 by Equation 5.30 to give
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V2/V1 N2/N1
——— = ———
i2/ i1 N1/N2

Transposing the above and substituting for Z1 = V1/i1 and Z2 = V2/i2 yields

N2   
2

Z2 = Z1 [ ——] (5.31)
N1

Similarly, by transposing

N1
2

Z1 = Z2 [——] (5.32)
N2

Equations 5.26, 5.30, 5.31 and 5.32 are suitable for use with ‘ideal’ transformers.6

Example 5.12
The primary winding of a two winding transformer is wound with 16 turns while its
secondary has 8 turns. The terminating resistance on the secondary is 16 W. What is its
effective resistance at the primary? Assume that the transformer is ‘ideal’ and that the coef-
ficient of coupling between the primary and the secondary is 1.

Solution. Since the transformer is ‘ideal’ with a coupling coefficient of unity, the answer can
be found by applying Equation 5.32 and remembering that Zp = Z1 and Zs = Z2. This gives

N1
2 16   2

Zp = Zs[——] = 16 × [——] = 64 W
N2 8

Finally before leaving the subject of transformers for now, I would like to mention the
auto-transformer.

5.7.3 Auto-transformers
The auto-transformer is a transformer in which the secondary winding is tapped off the
primary winding. It has the advantage that less copper wire is required for the windings
but suffers from the fact that the primary and secondary windings are not directly isolated.

Apart from constructional details, Equations 5.24–5.32 apply when the auto-transformer
is ideal. The application of transformer action in r.f. design is given in Section 5.7.4.
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6 An ideal transformer is a transformer which has negligible losses and is one in which all powers coupled
between windings is purely due to the magnetic field.

Fig. 5.44 Auto-transformer
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5.7.4 Intermediate frequency (i.f.) amplifier with transformers
A schematic of a typical intermediate frequency (i.f.) amplifier is shown in Figure 5.45.
This amplifier is designed to operate efficiently at one frequency. The operational
frequency of the amplifier is determined by the tuned circuit components, CT and LT. CT
represents the total capacitance of the tuned circuit. It includes circuit tuning capacitor,
effective output capacitance of the transistor and all stray capacitances. LT represents the
effective inductance of the circuit. It is mainly due to the primary winding inductance of
T2. The tapping point on the primary winding is at r.f. earth potential because this point is
effectively short-circuited to earth through the power supply decoupling capacitors. The
position of the tapping point is very important because it determines the working Q and
bandwidth of the amplifier circuit. This will be explained shortly.

Intermediate frequency amplifiers are used very extensively in superhet receivers and,
to keep costs minimal, standardised construction methods are used in the design of their
tuned circuits. Figure 5.46 shows a sectional view of a typical 465 kHz i.f. tuned trans-
former. Tuned transformers are available in two main base sizes, 7 × 7 mm and 10 × 10
mm. The tuning capacitor (180 pF for the 7 mm size and 150 pF for the 10 mm size) is
mounted within the plastic base of the transformer. The primary tuning coil consists of
approximately 200 turns of 0.065 mm diameter wire wound on a ferrite bobbin mounted
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Fig. 5.45 Schematic diagram of a typical 465 kHz i.f. amplifier

Fig. 5.46 Sectioned view of a typical 465 kHz i.f. transformer
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on a plastic base. This bobbin is shaped like a dumbbell. Unloaded primary coil Qs tend
to be standardised at 70, 100 or 130. The secondary winding consists of about five to
eight turns of wire. Magnetic flux linkage between primary and secondary is nearly
perfect and for practical purposes the coupling coefficient between primary and
secondary coils is unity.7 Manufacturers tend to quote coupling coefficients greater than
0.95. Unless stated otherwise, from now on it will be assumed that the coupling coeffi-
cient is unity.

All coil leads are welded to pins on the base. Welding is used to ensure that coil connec-
tions do not become detached during external soldering operations. Circuit resonance is
adjusted by varying tuning inductance. This is done by altering the position of the ferrite
cap relative to the winding bobbin.

The tuned circuit load impedance presented by transformer T2 to its driving transistor
is set by using the primary winding of T2 as an auto-transformer and by careful choice of
winding ratios between n1, n2 and n3. See Figures 5.45 and 5.47. Three resistances are
reflected into the primary of T2. These are shown in Figure 5.47.

The impedance (R ′L) reflected into the primary circuit of T1 by RL in the secondary is
given by

n1 + n2
2

R′L = [ ————] × RL (5.33)
n3

Rcircuit represents the resistive losses associated with the use of non-perfect capacitors,
inductors and transformers. It is

Rcircuit = Qunloaded woLT or Qunloaded/woCT (5.34)

Rtr represents the output resistance of the transistor transformed across the tuned circuit,
i.e.

Rtr = [(n1 + n2)/n2]2 × Rtransistor (5.35)

These three resistances in parallel form Reqv. Therefore

Reqv = R′L //Rcircuit//R′tr (5.36)

The collector load of the transistor is the ratio {n2/(n1 + n2)}2 × R′L //Rcircuit across the
total primary winding. Therefore
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7 A transformer is said to have a coupling coefficient of 1 if all the flux produced by one winding links with
the other windings.

Fig. 5.47 Equivalent tuned circuit of Figure 5.45

Da Silva Part 5  15:2:2001 10:15 am  Page 237



n2          
2

Transistor load = [——— ] × RL //Rcircuit (5.37)
n1 + n2

Example 5.14
In Figure 5.47, n1 = 160, n2 = 40, n3 = 8 and RL = 2 kW. The resistive losses associated with
the tuning capacitor and inductors can be assumed to be negligible and the transistor output
resistance reflected across the primary of the tuned circuit is so large that it can be neglected.
The magnetic coupling coefficients between coils may be assumed to be unity. (a) What is
the transistor load impedance at resonance? (b) If the tapping point on LT is changed so that
n1 = 150 and n2 = 50, what is the new transistor load impedance at resonance?

Solution

(a) At resonance, the tuned circuit impedance is very high when compared to the reflected
load R′L from the secondary. Using Equation 5.33

n1+ n2
2                 160 + 40 2

R′L = [————] × RL = [————] × 2000 = 1 250 000 W
n3                                     8

Using Equation 5.37 and noting in this case that Reqv = R ′L, the transistor load impedance
is

n2         
2 40         2[———] × R ′L = [————] × 1 250 000 = 50 kW

n1 + n2                           160 + 40

(b) When n1 = 150 and n2 = 50, using Equation 5.33

n1 + n2
2 150 + 50    2

R′L = [————] × RL = [————] × 2000 = 1 250 000 W
n3 8

Using Equation 5.33 and noting in this case that Reqv = R′L, the transistor load impedance
is

n2        
2                           50 2

[———] × R′L = [————] × 1 250 000 = 78.5 kW
n1 + n2                         150 + 50

Example 5.14 shows clearly that different collector load impedances can be obtained from
a standard tuned i.f. transformer simply by altering the tapping point on the primary coil.

For clarity in understanding the previous example, it was assumed that tuned circuits
losses (Rcircuit) were negligible and that the reflected output resistance of the transistor (R ′tr)
was so high that it did not affect the value of Reqv. In practice, the additional resistive losses
across the tuned circuit are not negligible and must be taken into account in designing the
amplifier. The effect of these additional losses is demonstrated in Example 5.14.

Example 5.15
In Figure 5.45, n1 = 160, n2 = 40, n3 = 8 and RL = 2 kW. The unloaded Q of the tuned
circuit is 100. The value of the tuning capacitor is 180 pF and the circuit is resonant at 465
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kHz. If the coupling coefficient between coils is unity, what is the transistor load imped-
ance at resonance? Assume the output impedance of the transistor to be 100 kW.

Solution. At resonance, the effective tuned circuit impedance is the parallel value of the
reflected load (R′L) from the secondary, the equivalent loss resistance of the tuned circuit
(Rcircuit) and the reflected output resistance of the transistor (Rtr). Using Equation 5.33, the
reflected load

n1 + n2
2 160 + 40   2

R′L = [———] × RL = [————] × 2000 = 1.25 MW
n3 8

The effective loss resistance of the tuned circuit is obtained by using Equation 5.34:

Rcircuit = Q/(woCT) = 100 /(2p × 465 × 103 × 180 × 10–12) = 190.143 kW

Using Equation 5.35

n1 + n2
2 160 + 40   2

R tr = [———] × R transistor = [————] × 100 000 = 2.5 MW
n2 40

Using Equation 5.37, the transistor load impedance is

n2
2  40        2[———] × R′L//Rcircuit = [————] × 154.8 kW ≈ 6.19 kW

n1 + n2                                         160 + 40

The answer to Example 5.15 clearly indicates that the unloaded Q of the tuned circuit
affects the transistor collector load and that the transformation ratio must be changed if the
original load impedance of 50 kW is desired. Another interesting point is that the loaded Q
of the circuit has also fallen drastically because the effective resistance (R eqv) across the
tuned circuit has been reduced.

Example 5.16
The unloaded Q of a tuned circuit is 100. The value of its tuning inductance is 650 mH and
the circuit is resonant at 465 kHz. When the circuit is loaded by the input resistance of a
transistor, the effective resistance across the ends of the tuned circuit is 125 kW. What is
its loaded Q and 3 dB bandwidth?

Solution. Using Equation 5.10

Reqv = Qloaded woL

and

R eqv                           125 000
Qloaded = ——— = ——————————— = 65.8

ωoL      2π × 465 000 × 650 × 10–6

From Equation 5.11

f0
Qloaded = —————

bandwidth
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or

f0             465 000
bandwidth = ——— = ———— = 7066 Hz

Qloaded           65.8

Examples 5.15 and 5.16 have brought out a very important point. It is that transistor
collector load impedance and circuit bandwidth can be altered independently (within
limits) by careful choice of the ratios between n1, n2, and n3. This independence of the two
is possible even when standard i.f. transformers are used.

5.7.5 Capacitive matching
For tuned circuits at the higher frequencies, smaller inductance values are required.
Smaller inductance values mean fewer turns and trying to make impedance transformers
with the correct transformation ratio is difficult. In cases like that, it is often more conve-
nient to use capacitors as the matching element. One such arrangement is shown in Figure
5.48.

Capacitive divider matching
Capacitive divider matching (Figure 5.48) is particularly useful at very high frequencies
(VHF) where the number of turns on an inductor is small and where location of a connec-
tion to produce an auto-transformer from the inductor is not practical. The capacitive
matching network of Figure 5.48 can be easily obtained by defining

Z1 = V1/I1 and Z2 = V2/I2

For ease of analysis, we shall assume that XL � (Xc1 + Xc2), and that Z2 is not loading the
circuit. Then by inspection

V1 V2
I1 = ———— and I2 = —— 

Xc1 + Xc2 Xc2

Hence

I2 V2 Xc1 + Xc2
—— = —— × ————

I1 Xc2 V1
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and transposing

V1 V2 Xc1 + Xc2
—— = —— × ————

I1 I2 Xc2

and substituting for Z1, Z2 and reactances

1/jwC1 + 1/jwC2
Z1 = Z2 [ ——————— ]1/jwC2

and multiplying all terms by jwC1C2

C1 + C2
Z1 = Z2 [———— ] (5.38)

C1

Example 5.17
In the circuit shown in Figure 5.48, C1 = 10 pF, C2 = 100 pF and Z1 = 22 kW. If the reac-
tance of the inductor is very much greater than the combined series reactance of C1 and
C2, calculate the transformed value shown as Z2.

Solution. Using equation 5.38:

C1 10
Z2 = Z1 [————] = 22 000 [————] = 2 kW

C1 + C2 10 + 100

5.7.6 Impedance matching using circuit configurations
Many circuit configurations can be used as matching networks. In Figures 5.49, 5.50 and
5.51 we show three circuits which are often used for impedance matching. In Figure 5.49,
Z1 and Z2 are used to match the load ZL to the source Zs. In Figure 5.50, Za and part of Zb
are used for matching to Z1, while the remaining half of Zb and Zc are used for matching
to Z2. In Figure 5.51, Z a and part of Zb are used for matching to Z1 while the remaining
part of Zb and Zc are used to match to Z2.
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The details of how these circuits can be used to provide matching will be explained
shortly but for ease of understanding, we shall first review some fundamental concepts on
the series, parallel and Q equivalents of components.

5.7.7 Series and parallel equivalents and quality factor of components
Before we can commence network matching methods, it is best to revise some fundamen-
tal concepts on the representation of capacitors and inductors.

Series and parallel forms and Qs of capacitors
Capacitors are not perfect because their conducting plates contain resistance and their
dielectric materials are not perfect insulators. The combined losses can be taken into
account by an equivalent series resistance (Rs) in the series case or by an equivalent paral-
lel resistance (Rp) in the parallel case as shown in Figure 5.52. In this diagram, R s and Cs
represent the series equivalent circuit of the capacitor while Rp and Cp represent the paral-
lel equivalent circuit. The parallel representation is preferred when dealing with circuits
where elements are connected in parallel.

Quality factor (Q) of a capacitor. We will follow normal convention and define the series
quality factor (Qs) as

reactance      1/wCs 1
Qs = ————— = ——— = ——— (5.39)

resistance         Rs           wCsR s

where

w = angular frequency in radians
Cs = capacitance in Farads
Rs = equivalent series resistance (ESR) of a capacitor in ohms
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Similarly, we will define the parallel quality factor (Qp) as

susceptance       ωCp
Qp = ——————  = ———= ωCpRp (5.40)

conductance      1/Rp

where

ω = angular frequency in radians
Cp = capacitance in Farads
Rp = equivalent parallel resistance (EPR) of a capacitor in ohms

Example 5.18
A capacitor has an equivalent parallel resistance of 15 000 W and a capacity of 100 pF.
Calculate its quality factor (Qp) at 100 MHz.

Solution. Using Equation 5.40:

Qp = wCpRp = 2p × 100 MHz × 100 pF × 15 000 = 942.48 ≈ 943

Equivalence of the series and parallel representations. The purpose of this section is to
show the relationships between series and parallel circuit representations. Using the same
symbols as before and referring to Figure 5.52

1                        1 Rs – 1/ jwCs
Y = ——————— = ————— × { ————— }impedance (Z)      R s + 1/jwCs          R s – 1/jwCs

and

R s 1/jwCs
G + jB = —————  –  ——————

1                       1
R2

s + ——— R2
s + ———

w2C2
s w2C2

s

Using Equation 5.39:

Rs/R
2
s Qs/Rs

G + jB = ———— + j ————
1 + Q2

s 1 + Q2
s

Therefore
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1               Qs/Rs
G + jB = ————— + j ———— (5.41)

Rs(1 + Q2
s)        1 + Q s

2

Equating ‘real’ parts of Equation 5.41:

1              1
G = —— = —————

Rp Rs(1 + Q2
s)

Transposing

Rp = Rs(1 + Q2
s) (5.42)

or

Rp
Qs =��—— – 1 (5.43)

Rs

Equation 5.43 is used extensively in the matching of L networks which will be discussed
shortly.

If Q > 10, then from Equation 5.42

Rp ≈ RsQ
2
s (5.44)

Equating imaginary parts of Equation 5.41

Qs /Rs
B = ωCp = ———  

1 + Q2
s

and using Equation 5.42 gives

Qs
wCp = ————————

Rp
———— (1 + Q2

s)
(1 + Q2

s)

Transposing Rp and using Equation 5.40 for Qp

wCpRp = Qp = Qs (5.45)

Substituting Equation 5.39 for Qs in Equation 5.45 and transposing w and Rp

1             Cs
Cp = —————× ——

w2CsRsRp Cs

and substituting Equation 5.42 for Rp

Q2
sCs

Cp = ———— (5.46)
(1 + Q2

s)
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If Qs > 10, then from Equation 5.46

Q2
s

Cp ≈ —— Cs ≈ Cs (5.47)
Q2

s

Series and parallel forms and Qs of inductors

Quality factor (Qs) of an inductor. The ‘goodness’ or quality factor (Qs) of an inductor
is defined as:

wLs
Qs = —— (5.48)

Rs

where

w = angular frequency in radians
Ls = inductance in Henries
Rs = series resistance of inductor in ohms

Example 5.19
An inductor has a series resistance of 8 W and an inductance of 365 mH. Calculate its qual-
ity factor (Q) at 800 kHz.

Solution. Using Equation 5.48

wLs       2p × 800 × 103 × 365 × 10–6

Qs = —— = ———————————— ≈ 229
Rs 8

Equivalence of the series and parallel representations of inductors. Sometimes, it is
more convenient to represent the quality factor (Qp) of an inductor in its parallel form as
shown in Figure 5.53. In this diagram, Rs and Ls represent the series equivalent circuit,
while Rp and Lp represent the parallel equivalent circuit.

The equivalent values can be calculated by taking the admittance form of the series circuit:

1                 1              Rs – jwLs
Y = —————— = ———— × {—————}impedance (Z)    Rs + jwLs          Rs – jwLs
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and

Rs jwLs
G – jBL = ————— – —————

R2
s + w2L2

s       R
2
s + w2L2

s 

Using Equation 5.48

Rs/R
2
s            Qs/Rs

G – jBL = ——— – j ———
1 + Q2

s 1 + Q2
s

Therefore

1     1 + Q2
s

Rp = — = ——— = Rs(1 + Q2
s) (5.49)

G      1/Rs

Alternatively

Rp
Qs = ��—— – 1 (5.50)

Rs

Equation 5.50 is used extensively in the matching of L networks which will be discussed
shortly.

If Q > 10, then from Equation 5.49

Rp ≈ RsQ
2
s (5.51)

–j –jwLs
–jBL = —— = —————

wLp       R
2
s + w2L2

s

Transposing and dividing by w

R2
s + w2L2

s
Lp = —————

w2Ls

1 + Q2
s 1 + Q2

s
= ——— = {———} Ls (5.52)

Q2
s/Ls Q2

s

If Qs > 10, then from Equation 5.52

Q2
s

Lp ≈ —— Ls ≈ Ls (5.53)
Q2

s

Finally, defining the parallel equivalent quality factor (Qp) = susceptance/conductance and
using Equations 5.49 and 5.52, it can be shown that Qp = Qs:
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Example 5.20
The inductor shown in Figure 5.53 has a series resistance (Rs) of 2 W and inductance (Ls)
of 15 mH. Calculate its equivalent parallel resistance (Rp), parallel inductance (Lp) and its
equivalent quality factor (Qp), at 10 MHz.

Solution. From Equation 5.48

wLs 2p × 10 × 106 × 15 × 10–6 942.5
Qs = —— = ——————————— = ——— ≈ 471 

Rs 2                            2

From Equation 5.49

Rp = R s(1 + Q2
s) = 2 × (1 + 4712) ≈ 444 kW

From Equation 5.52

1 + Q2
s 1 + 4712

Lp = {———} Ls = 15 × 10–6 {————} ≈ 15 µH
Q2

s 4712

From Equation 5.54

Qp = Qs = 471

Note: Since Qs is very high in this case, the approximate formulae in Equations 5.51 and
5.53 could have been used.

5.7.8 L matching network
L matching networks are frequently used to match one impedance to another. They are
called L matching networks because the two reactances used (Xa and Xb) are arranged in
the form of a letter L.

Figure 5.54 shows a common L type network used when it is desired to match the input
impedance of a transistor to a network. In this circuit, Cin and Rin represent the input
impedance of the transistor. C2 is put in parallel with Cin to form a total capacitance Ct;
therefore Xb = 1/jwCt. Xa = 1/jwC1. Z s is the input impedance looking into the circuit. It
follows that
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1           Rin(1/jwCt)
Zs = ——— + —————— 

jwC1         Rin + (1/jwCt)

Multiplying the numerator and denominator of the second term by jwCt and normalising
gives

1            R in 1 – jwCtR in
Zs = —— + ————— × [—————]jwC1    1 + jwCtRin       1 – jwCtRin

which when multiplied out results in

Rin 1 wCtRin
2

Zs = ——————— – j [—— + ——————] (5.55)
1 + (wCtR in)2             wC1 1 + (wCtRin)2

The first term is real and shows that the resistance Rin has been transformed. The reactive
term is incorporated into the tuning capacitance of the input tuned circuit. In this particu-
lar case, Xa and Xb have turned out to be capacitive, but this is not always the case. In some
cases you may find that Xa and/or Xb may be inductive.

Procedure
In Figure 5.55, we wish to use an L network to match a load resistance (RL) of 500 W to a
generator resistance (Rg) of 50 W.

Method

1 We begin by deciding on the type of reactance (inductive or capacitive) we would like
to use for Xp.

2 We then calculate the equivalent series combination of series resistance (Rs) and series
reactance (Xs) from the parallel combination of Xp and (Rp = RL) . You already know
how to do this. See Figure 5.54 and Equations 5.49 to 5.54. However, here we must
make the transformed Rs = Rgenerator = Rg to ensure matching conditions for maximum
power transfer from the generator to the transformed load.

3 We evaluate Xa so that it cancels out the transformed reactance (Xs) in the circuit.
4 Then we calculate the value Xb.

An example will help to clarify the method.
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Example 5.21
Calculate a matching network for the circuit shown in Figure 5.55.

Solution. We begin by choosing Xp to be inductive. Next, we use Equation 5.50 which is
repeated below for convenience:

Note in this case that Rp is the load resistance (RL) of 500 W and that we want Rs = 50 W
to match the generator resistance (Rg) of 50 W. Substituting these values, we obtain,

Using Equation 5.48, and again remembering that Rg = R s, we have

Qs = wLs/Rs

and transposing yields

R sQs               50 × 3
Ls = ——— = —————— = 239 nH

w        2p × 100 MHz

Xs = wLs = 2p × 100 MHz × 239 nH = 150 W

Xa must be chosen to cancel out this inductive reactance of 150 W so Xa must be a capac-
itor whose reactance Xa = 150 W = 1/wCa. Therefore at 100 MHz

Ca = 1/(2p × 100 MHz × 150) = 10.6 pF

All that remains now is to calculate the parallel value of Lp. For this we make use of
Equation 5.52, where

1 + Q2
s                       1 + 32

s
Lp = { ——— } Ls = { ——— } 239 nH = 265 nH

Q2
s 32

s

The L network is now complete and its values are shown in Figure 5.56.

Using PUFF software to check Example 5.21
The results are shown in Figure 5.57. Note that since the matching circuit has been
designed to match a 50 W generator, it follows that S11 will be zero when the transformed
network matches the 50 W generator at the match frequency.
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In the real world, Rs and/or RL has associated reactances. Suppose RL is 500 W with a
shunt capacitance of 42 pF. How do we solve this problem? This is best explained by using
another example.

Example 5.22
Calculate a matching network for the circuit shown in Figure 5.58.

Solution. This is similar to Example 5.20, except that this time the load resistance (RL) is
shunted by a capacitance of 42 pF (see Figure 5.58). The solution proceeds as follows:

1 Introduce an inductance (L) to negate the effect of Cshunt at the frequency of operation,
that is, choose L so that XL = XC (see Figure 5.59).
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2 Solve for Xa and Xp as in Example 5.21.
3 Solve for the combined value of the two shunt inductors shown in Figure 5.60. 

The required value of L is

1
L = ———— 

w2Cshunt

1
= —————————— = 60.3 nH ≈ 60 nH

[2p(100 MHz)]2(42 pF)

See Figure 5.59.
4 Calculate the network as in example 5.21. I shall take the values directly from it. See

Figure 5.60.
5 Solve for the combined value of the equivalent inductor:

(265)(60)
Lcombined = ———— ≈ 49 nH

265 + 60

See Figure 5.61 for the final network.
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Fig. 5.60 The intermediate L network

Fig. 5.61 Completed L network
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In Example 5.22, Xa has been chosen to be capacitive while Xp has been chosen to be
inductive. The network could equally have been designed with Xa inductive and Xp capac-
itive. In this case, the shunt capacitance of the load should be subtracted from the calcu-
lated value of the capacitance forming Xp. For example, if the calculated value of the
matching shunt capacitance is 500 pF, then all you need do is subtract the load shunt
capacitance (42 pF) from the calculated shunt value (500 pF) and use a value of (500 – 42)
pF or 458 pF for the total shunt capacitance and use this value to calculate Xa.

Using PUFF software to check Example 5.22
The results are shown in Figure 5.62. Note that since the matching circuit has been
designed to match to a 50 W source, it follows that S11 will be zero at the match
frequency.

5.8 Three element matching networks

Three or more element matching networks are used when we wish to match and also
control the Q of a circuit. If you examine Equation 5.50 which is repeated for convenience,
you will see that when Rp and Rs are fixed you are forced to accept the value of Q calcu-
lated. However, if you can vary either Rp or Rs then you are in a position to set Qs. Using
Equation 5.50 again
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Rp
Qs =  ��—— – 1 (5.50)

Rs

Varying either Rs or Rp will no doubt cause a mismatch with your original matching aims.
However, you can overcome this by using a second matching L network to match your
design back to the source or load.

If you examine the p or T network (Figures 5.63 and 5.71) you will see that these
networks are made up from two L type networks. Therefore, it is possible to choose
(within limits) the Q of the first L network and match it to a virtual value Rv then use the
second L network to match Rv to the load RL.

5.8.1 The p network
The p network (Figure 5.63) can be described as two ‘back to back’ L networks (Figure
5.64) that are both configured to match the source and the load to a virtual resistance Rv
located at the junction between the two networks.

More details are provided in Figure 5.65. The significance of the negative signs for –Xs1
and –Xs2 is symbolic. They are used merely to indicate that the Xs values are the opposite
type of reactance from Xp1 and Xp2 respectively. Thus, if Xp1 is a capacitor, Xs1 must be an
inductor and vice-versa. Similarly if Xp2 is an inductor, Xs2 must be a capacitor, and vice-
versa. They do not indicate negative reactances (capacitors).

The design of each section of the p network proceeds exactly as was done for the L
networks in the previous section. The virtual impedance or resistance Rv in Figure 5.65
must be smaller than either Z1 or Z2 because it is connected to the series arm of each L
section, but otherwise it can be any value of your choice. Most of the time, Rv is deter-
mined by the desired loaded Q of the circuit that you specify at the beginning of the design
process.
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For our purposes, the loaded Q of the network will be defined as:

where

Rh = the largest terminating value of Z1 or Z2
Rv = virtual impedance or resistance

Although not entirely accurate, it is a widely accepted Q-determining formula for this
circuit, and it is certainly close enough for most practical work. Example 5.23 illustrates
the procedure.

Example 5.23
A source impedance of (100 + j0) W is to be matched to a load impedance of
(1000 + j0) Ω. Design four p networks with a minimum Q of 15 to match the source and
load impedances.

Given: Rs = 100 W, RL = 1000 W, Q = 15.
Required: To design four types of p matching networks.

Solution. Take the output L network on the load side of the p network. From Equation
5.56, we can find the virtual resistance (Rv) that we will be matching:

Rh            1000
Rv = ——— = ——— = 4.425 W

Q2 + 1     152 + 1

To find Xp2 we use Equation 5.10:

Rp RL 1000
Xp2 = —— = —— = ——— = 66.667 W

Qp Qp 15

Similarly to find Xs2, we use Equation 5.4:

Xs2 = Q × R series = 15(Rv) = (15) (4.425) = 66.375 W

This completes the design of the L section on the load side of the network. Note that Rseries
in the above equation was substituted for the virtual resistor (Rv) which by definition is in
the series arms of the L section.

The Q for the input (source) L section network is defined by the ratio of Rs to Rv, as per
Equation 5.56, where:

Notice here that the source resistor is now considered to be in the shunt leg of the L
network. Therefore Rs is defined as Rp, and using Equation 5.10

Rp 100
Xp1 = —— = ——— = 21.612 W

Q1 4.627
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Similarly, using Equation 5.4:

Xs1 = Q1Rseries = (4.647)(4.425) = 20.563 W

The actual network is now complete and is shown in Figure 5.65. Remember that the
virtual resistor (R) is not really in the circuit and therefore is not shown. Reactances –Xs1
and –Xs2 are now in series and can simply be added together to form a single component.

So far in this design, we have dealt only with reactances and have not yet computed
actual component values. This is because of the need to maintain a general design
approach so that the four final networks requested in the example can be generated
quickly.

Note that Xp1, Xs1, Xp2 and Xs2 can all be either capacitive or inductive reactances. The
only constraint is that Xp1 and Xs1 are of opposite types, and Xp2 and Xs2 are of opposite types.
This yields the four networks shown in Figures 5.66 to 5.69. Note that both the source
and load have been omitted in these figures. Each component in Figures 5.66 to 5.69 is
shown as a reactance in ohms. Therefore to perform the transformation from dual L to p
network, the two series components are merely added if they are the same type, and
subtracted if the reactances are of opposite type. The final step is to change each reac-
tance into a component value of capacitance and inductance at the frequency of opera-
tion.
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Fig. 5.65 Practical details of a π network

Fig. 5.67 Matching π network used as a high pass filter

Fig. 5.66 Matching π network used as a low pass filter
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Using PUFF software to check Example 5.23
The results are shown in Figure 5.70. For convenience, all four networks have been plot-
ted. S11, S22, S33 and S44 are the results of Figures 5.66, 5.67, 5.68 and 5.69 respectively.
Note that each of the networks produce the desired input impedance of approximately 100
W.1 You can check this in the Message box of Figure 5.70.
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Fig. 5.69 Matching π network using capacitors

Fig. 5.68 Matching π network using inductors

Fig. 5.70 PUFF verification of Example 5.23

1 In this particular case, I have carried out the solution at 500 MHz but the components can be selected for oper-
ation at other frequencies.
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5.8.2 The T network
The T network is often used to match two low impedance values when a high Q arrange-
ment is needed. The design of the T network is similar to the design for the p network
except that with the T network, you match the source and the load with two L type
networks to a virtual resistance (Rv) which is larger than either of the load or source resis-
tance. This means that the two L type networks will then have their shunt arms connected
together as in Figure 5.71.

As mentioned earlier, the T network is often used to match two low-valued impedances
when a high Q arrangement is desired. The loaded Q of the T network is determined
mainly by the L section that has the highest Q. By definition, the L section with the high-
est Q will occur at the end which has the smallest terminating resistor. Each terminating
resistor is in the series leg of each network. Therefore the formula for determining the
loaded Q of the T network is

where

Rv = virtual resistance
Rsmall = the smallest terminating resistance

The above expression is similar to the Q formula that was previously given for the p
network. However, since we have reversed the L sections to produce the T network, we
must ensure that we redefine the Q expression to account for the new resistor placement
in relation to those L networks. In other words, Equations 5.56 and 5.57 are only special
applications for the general formula that is given in Equation 5.50 and repeated here for
convenience:

where
Rp = resistance in the shunt arm of the L network
Rs = resistance in series arm of the L network

Do not be confused with the different definitions of Q because they are all the same in this
case. Each L network is calculated in exactly the same manner as was given for the p
network previously. We will now show this with Example 5.24.
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Fig. 5.71 T network shown as two back-to-back L networks

Q
R

R
= −v

small
1 (5.57)

Q
R

Rs
p

s
= − 1 (5.58)
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Example 5.24
Using the configuration shown in Figure 5.71 as a reference, design four different
networks to match a 10 W source to a 50 W load. Design each network for a loaded Q of
10.

Solution. Using Equation 5.57, we can find the required Rv for the match for the required
Q:

Rv = Rsmall(Q
2 + 1) = 10(102 + 1) = 1010 W

Using Equation 5.4

Xs1 = QRs = 10(10) = 100 W

Using Equation 5.10,

Xp2 = R/Q = 1010/10 = 101 W

Now for the L network on the load end, the Q is defined by the virtual resistor and the load
resistor. Thus

Therefore

Xp2 = R/Q2 = 1010/4.382 = 230.488 W

and

Xs2 = QsRL = (4.382)(50) = 219.100 W

The network is now complete and is shown in Figure 5.72 without the virtual resistor. The
two shunt reactances of Figure 5.72 can again be combined to form a single element by
simply substituting a value that is equal to the combined parallel reactance of the two.

The four possible T type networks that can be used are shown in Figures 5.73 to 5.76.
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Fig. 5.72 Calculated values for the general T network

Fig. 5.73 Low pass T configuration

Q R R2 1 1010 50 1 4 382= − = = =L . Ω–
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Fig. 5.74 High pass T configuration

Fig. 5.75 Inductive matched T section

Fig. 5.76 Capacitive matched T section

Fig. 5.77 PUFF verification of Example 5.23

Using PUFF software to check Example 5.24
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Using PUFF software to check Example 5.24
The results are shown in Figure 5.77. For convenience, all four networks have been plot-
ted. S11, S22, S33 and S44 are the results of Figures 5.73, 5.74, 5.75 and 5.76 respectively.
Note that each of the networks produces the desired input impedance of approximately 10
W. You can read this in the Message box of Figure 5.77.

5.9 Broadband matching networks

With regard to the L network, we have noted that the circuit Q is automatically defined
when the source and load are selected. With the p and T networks, we can choose a circuit
Q provided that the Q chosen is larger than that which is available with the L network. This
indicates that the p and T networks are useful for narrow band matching. However, to
provide a broadband match, we use two L sections in still another configuration. This is
shown in Figures 5.78 and 5.79 where Rv is in the shunt arm of one L section and in the
series arm of the other L section. We therefore have two series-connected L sections rather
than the back-to-back connection of the p and T networks. In this new configuration, the
value of Rv must be larger than the smallest termination impedance but also smaller than
the largest termination impedance. The net result is a range of loaded Q values that is less
than the range of Q values obtainable from either a single L section, or the p or T networks
previously described.

The maximum bandwidth (minimum Q) available from the networks of Figures 5.78
and 5.79 occurs when Rv is made equal to the geometric mean of the two impedances
being matched:

The loaded Q of the above networks is defined as:
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Fig. 5.78 Series connected L networks for lower Q applications. Rv is shunt leg

Fig. 5.79 Series connected L networks for lower Q applications. R is series leg

R R Rv s L= (5.58)

Q
R

R

R

R
= − = −v

smaller

larger

v
1 1 (5.59)
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where

Rv = the virtual resistance
Rsmaller = smallest terminating resistance
Rlarger = largest terminating resistance

For wider bandwidths, more L networks may be cascaded with virtual resistances
between each network as shown in Figure 5.80.

Optimum bandwidths in these cases are obtained if the ratios of each of the two
succeeding resistances are equal:

Rv1 Rv2 Rv3 Rlarger
——— = —— = —— = ——— (5.60)
Rsmaller Rv1 Rv2 . . . Rn

where

Rsmaller = smallest terminating resistance
Rlarger = largest terminating resistance
Rv1, Rv2, . . ., Rvn = the virtual resistances

The design procedure for these wideband matching networks is much the same as was
given for the previous examples. For the configurations of Figures 5.78 and 5.79, use
Equation 5.58 to solve for Rv to design for an optimally wideband. For the configurations
of Figures 5.78 and 5.79, use Equation 5.58 to solve for Rv to design for a specific low Q.
For the configuration of Figure 5.80, use Equation 5.60 to solve for the different values of
Rv. In all three cases after you have determined Rv, you can proceed as before.

5.10 Summary of matching networks

You should now be able to use several types of matching networks. These include trans-
former, capacitor-divider, L, π and T networks. Matching is vitally important in amplifier
design because without this ability, it is almost impossible to design good amplifiers and
oscillators.
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Fig. 5.80 Expanded version of Figure 5.80 for even wider bandwidth
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6

High frequency transistor
amplifiers

6.1 Introduction

In this part, it is assumed that you are already familiar with transistors and their opera-
tion in low frequency circuits. We will introduce basic principles, biasing, and its effects
on the a.c. equivalent circuit of transistors, and the understanding of manufacturers’ tran-
sistor data in the early parts of the chapter. The latter half of the chapter is devoted to the
design of amplifier circuits.

6.1.1 Aims
The aims of this part are to review:

• basic principles of transistors
• biasing of transistors
• a.c. equivalent circuit of transistors
• manufacturers’ admittance parameters transistor data
• manufacturers’ scattering parameters transistor data
• manufacturers’ transistor data in graphical form
• manufacturers’ transistor data in electronic form

6.1.2 Objectives
After reading this part, you should be able to:

• understand basic operating principles of transistors
• understand manufacturers’ transistor data
• apply manufacturers’ transistor data in amplifier design
• bias a transistor for proper operation
• check for transistor stability
• design amplifiers using admittance parameters

6.2 Bi-polar transistors

The word transistor is an abbreviation of two words transferring resistor.
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6.2.1 Basic construction
The basic construction of bi-polar transistors and their electrical symbolic representations
are shown in Figure 6.1. The arrow indicates the direction of current flow in the transistor.
Many transistors are made in complementary pairs. Typical examples are the well known
NPN and PNP industrial and military types, 2N2222 and 2N2907, which have been used
for over four decades and are still being used in many designs.

6.2.2 Transistor action1

For explanation purposes, a transistor may be considered as two diodes connected back to
back. This is the well known Ebers Moll model and it is shown in Figure 6.2 for the NPN
transistor. In the Ebers Moll model, a current generator is included to show the relation-
ship (Ic = aIe) between the emitter current (Ie) and the collector current (Ic). In a good tran-
sistor, a ranges from 0.99 to about 0.999.
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1 Although the description is mainly for NPN transistors, the same principles apply for PNP transistors except
that, in the latter case, positive charges (holes) are used instead of electrons.

Fig. 6.1(a) Basic construction of an NPN transistor and Fig. 6.1(b) Basic construction of a PNP transistor and its  
its symbolic representation symbolic representation

Fig. 6.2 The Ebers Moll model of a transistor

Da Silva Part 6  15:2:2001 10:36 am  Page 263



The action that takes place for an NPN transistor can be explained by the diagram in
Figure 6.3. In this diagram, emitter, base and collector are diffused together and a
base–emitter depletion layer is set up between base and emitter, and a collector–base
depletion layer is set up between the collector and base. These depletion layers are set up
in the same way as p–n junctions.

In normal transistor operation, the base–emitter junction is forward biased and the
base–collector junction is reversed biased. This results in a narrow depletion (low resis-
tance) at the base–emitter junction and a wide depletion layer (high resistance) at the
collector–base junction.

Electrons from the emitter (Ie) are attracted to the base by the positive potential Vbe. By
the time these electrons arrive in the base region, they will have acquired relatively high
mobility and momentum. Some of these electrons will be attracted towards the positive
potential of Vbe but most of them (>99%) will keep moving across the base region which
is extremely thin (≈0.2 – 15 microns2) and will penetrate the collector–base junction. The
electrons (Ic) will be swept into the collector region where they will be attracted by the
positive potential of Vcb.

Relatively little d.c. energy is required to attract electrons into the base region because
it is forward biased (low resistance – Rbe). Relatively larger amounts of d.c. energy will be
required in the collector–base region because the junction is reversed biased (high resis-
tance – Rcb).
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2 1 micron is one millionth of a metre.

Fig. 6.3 Bi-polar transistor action
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Nevertheless we have transferred current flowing in a low resistance region into current
flowing in a high resistance region. The ratio of the powers dissipated in these two regions
is

power in the collector–base region       I c
2Rcb

——————————————— = ———
power in the base–emitter region         Ie

2Rbe

where

Ic = collector current
Ie = emitter current
Rcb = resistance between collector and base
Rbe = resistance between base and emitter

Since by design, Ic ≈ Ie and since Rcb >> Rbe

I c
2Rcb Rcb

——— ≈ ——— (6.1)
I c

2Rbe Rbe

We have a power gain because Rcb >> Rbe. Hence if signal energy is placed between the
base–emitter junction, it will appear at a much higher energy level in the collector region
and amplification has been achieved.

6.2.3 Collector current characteristics
If you were to plot collector current (IC) of an NPN transistor against collector–emitter
(VCE) for various values of the base current (IB), you will get the graph shown in
Figure 6.4. In practice, the graph is either released by transistor manufacturers or you can
obtain it by using an automatic transistor curve plotter.

The points to note about these characteristics are:

• the ‘knee’ of these curves occurs when VCE is at about 0.3–0.7 V;
• collector current (IC) increases with base current (IB) above the ‘knee’ voltage.
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Fig. 6.4 Collector current characteristics
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6.2.4 Current gain
Because of the slightly non-linear relation between collector current and base current, there
are two ways of specifying the current gain of a transistor in the common emitter circuit.

The d.c. current gain (hFE) is simply obtained by dividing the collector current by the
base current. This value is important in switching circuits. At point P1 of Figure 6.4, when
VCE = 10 V and IB = 40 µA, Ic = 25 mA. Therefore

collector current
hFE = ——————— = 25 mA/40 mA = 625 (6.2)

base current

For most amplification purposes, we are only concerned with small variations in collector
current, and a more appropriate way of specifying current gain is to divide the change in
collector current by the change in base current and obtain the small signal current gain hFE
or b. At point P2 of Figure 6.4, when the operating point is chosen to be at around VCE =
5 V, and I = 20 mA

DIc (14 – 12) mA
hFE = —— = ——————— = 1000 (6.3)

DIb (21 – 19) mA

6.2.5 Operating point
The point at which a transistor operates is very important. For example at point P2 of
Figure 6.4 (see inset), if we choose the operating point to be at VCE = 5 V and IC = 13 mA,
it is immediately clear that you will not get VCE excursions è 5 V because the transistor
will not function when VCE = 0. The same argument is true with current because you will
not get current excursions less than zero. Therefore the operating point must be carefully
chosen for your intended purpose. This act of choosing the operating point is called bias-
ing. The importance of biasing cannot be over-emphasised because, as you will see later,
d.c. biasing also alters the a.c. parameters of a transistor. If the a.c. parameters of your
transistor cannot be held constant (within limits) then your r.f. design will not be stable.

6.2.6 Transistor biasing
The objectives of transistor biasing are:

• to select a suitable operating point for the transistor;
• to maintain the chosen operating point with changes in temperature;
• to maintain the chosen operating point with changes in transistor current gain with

temperature;
• to maintain the chosen operating point to minimise changes in the a.c. parameters of the

operating transistor;
• to prevent thermal runaway, where an increase in collector current with temperature

causes overheating, burning and self-destruction;
• to try to maintain the chosen operating point with changes in supply voltages – this is

particularly true of battery operated equipment where the supply voltage changes
considerably as the battery discharges;
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• to maintain the chosen operating point with changes in b when a transistor of one type
is replaced by another of the same type – it is common to find that b varies from 50% to
300% of its nominal value for the same type of transistor.

There are two basic internal characteristics that have a serious effect upon a transistor’s
d.c. operating point over temperature. They are changes in the base–emitter voltage (DVBE)
and changes in current gain (Db). As temperature increases, the required base-emitter volt-
age (VBE) of a silicon transistor for the same collector current decreases at the rate of about
2.3 mV/°C. This means that if VBE was 0.7 V for a given collector current before a temper-
ature rise, then the same VBE of 0.7 V after a temperature rise will now produce an increase
in base current and more collector current; that in turn causes a further increment in tran-
sistor temperature, more base and collector current, and so on, until the transistor eventu-
ally overheats and burns itself out in a process known as thermal runaway. To prevent
this cyclic action we must reduce the effective VBE with temperature.

Sections 6.2.7 to 6.2.9 indicate several ways of biasing bi-polar transistors in order to
increase bias stability. Complete step-by-step design instructions are included with each
circuit configuration. For ease of understanding, a.c. components such as tuned circuits,
inductors and capacitors have deliberately been left out of the circuits because they play
little part in setting the operating bias point. However, a.c. components will be considered
at a later stage when we come to design r.f. amplifiers.

6.2.7 Voltage feedback bias circuit
One circuit that will compensate for VBE is shown in Figure 6.5. Any increase in the quies-
cent3 collector current, (IC) causes a larger voltage drop across RC which reduces VC which
in turn reduces IB and IC. This can be shown by:

Bi-polar transistors 267

3 Quiescent collector current is defined as the collector current which is desired at a given temperature and
with no signal input to the transistor.

Fig. 6.5 Voltage feedback biasing
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IB = (VC – VBE)/RF (6.4)

and

VC = VCC – (IC + IB)RC (6.5)

Substituting Equation 6.4 in Equation 6.5 yields

VC = VCC – ICRC – RC(VC – VBE)/RF

Transposing

ICRC = VCC – VC – RCVC/RF + RCVBE /RF

and differentiating IC with respect to VBE and cancelling RC from both sides gives

∂IC = ∂VBE/RF (6.6)

Equation 6.6 shows clearly that the effect of variations in VBE on IC is reduced by a
factor of 1/RF in Figure 6.5.

Example 6.1
Given the transistor circuit of Figure 6.5 with hFE = 200 and VCC = 10 V find an operating
point of IC = 1 mA and VC = 5 V.

Given: Transistor circuit of Figure 6.5 with hFE = 200, VCC = 10 V.
Required: An operating point of IC = 1 mA and VC = 5 V.

Solution Using Equation 6.2

IB = IC/hFE = 1000/200 = 5 µA

Assuming VBE and transposing Equation 6.4

RF = (VC – VBE)/IB = (5 – 0.7) V/ 5 mA = 860 kW

Transposing Equation 6.5

RC = (VCC – VC)/(IC + IB)

= (10 – 5) V/(1000 + 5) µA = 4.97 kΩ

Three points should be noted about the solution in Example 6.1.

• The values calculated are theoretical resistor values, so you must use the nearest avail-
able commercial values.

• Manufacturers often only quote the minimum and maximum values of hFE. In this case,
simply take the geometric mean. For example, if hFE(min) = 100 and hFE(max) = 400, the
geometric mean = 

• Thermal runaway is prevented when the half-power supply principle is used; that is
when Vc = 0.5VCC. This can be shown as follows.

At temperature T0 collector power (P) is given by

VC IC = [VCC – ICRC]IC

= VCCIC – IC
2RC (6.7)

100 400 200× = .
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At a higher temperature (T1) new collector power (P + ∆P) is given by

(VC – ∆VC)(IC + ∆IC) ≈ VC(IC + ∆IC)

because ∆VC << VC

P + DP = [VCC – (IC + ∆IC)RC](IC + ∆IC)

= VCC(IC + ∆IC) – (IC + ∆IC)2RC (6.7a)

Subtracting Equation 6.7 from Equation 6.7a yields

∆P = VCCIC + VCC ∆IC – (IC
2 + 2IC∆IC + ∆IC

2)RC – VCCIC + IC
2RC

Simplifying and discarding ∆IC
2RC because it is very small, gives

∆P = ∆IC(VCC – 2 ICRC)

Since IC = (VCC – VC)/RC

∆P = ∆IC(– VCC + 2VC)

For ∆P to equal zero, we get

VCC = 2VC or VC = 0.5VCC (6.8)

Equation 6.8 is the basis for the half-power supply principle and it should be used when-
ever possible to prevent thermal runaway.

For reasons which will become clearer when we discuss a.c. feedback, you will some-
times find that RF is split into two resistors, RF1 and RF2, with a capacitor CF1 connected
between its junction and chassis ground as shown in Figure 6.6. The purpose of CF1 is to
prevent any output a.c. or r.f. signal from travelling back to the input circuit. RF1 is used to
prevent short-circuiting the collector output signal via CF1 and RF2 is to prevent short-
circuiting the base signal through CF1.

Finally before leaving the bias circuits of Figures 6.5 and 6.6, the great advantage of the
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Fig. 6.6 Split feedback bias circuit
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voltage feedback circuit is that it enables the emitter to be earthed directly. This is very
important at microwave frequencies because it helps to prevent unwanted feedback which
may affect amplifier stability.

Example 6.2
A transistor has hFE = 250 when VC = 12 V and IC = 2 mA. If your power supply (VCC) is
24 V, design a bias circuit like that shown in Figure 6.5 for operating the transistor with VC
= 12 V and IC = 2 mA.

Solution For this solution use the outlines of Example 6.1. Using Equation 6.2, hFE =
collector current/base current and

IB = IC/hFE = 2000 µA/250 = 8 µA

Transposing Equations 6.4 and 6.5

RF = (VC – VBE)/IB = (12 – 0.7) V/8 µA = 1.41 MW

and

RC = (VCC – VC)/(IC + IB)

= (24 – 12) V/(2000 + 8) µA = 5.97 kW

6.2.8 Voltage feedback and constant current bias circuit
Another bias circuit frequently used for r.f. amplifiers is shown in Figure 6.7. This circuit
is similar to that shown in Figure 6.5 except that the base current is fed from a more stable
source. Any increase in collector current (∆IC) results in a decrease in VC, VBB and IB
which in turn counteracts any further increase in IC. The design of this circuit is shown in
Example 6.3.
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Fig. 6.7 Voltage feedback and constant current bias circuit
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Example 6.3
Using the biasing arrangement shown in Figure 6.7, calculate the biasing resistors for a
transistor operating with VC = 10 V, IC = 5 mA and a supply voltage VCC = 20 V. The tran-
sistor has a d.c. gain of hFE = 150.

Given: VCC = 20 V, VC = 10 V, IC = 5 mA and hFE = 150.
Required: R1, RB, RC, RF.

Solution

1 Assume values for VBB and IBB to supply a constant current IB:

VBB = 2 V IBB = 1 mA

2 Knowing IC and hFE, calculate IB:

IC 5 mA
IB = —— = ——— = 0.0333 mA

hFE 150

3 Knowing VBB and IB, and assuming that VBE = 0.7 V, calculate RB:

VBB – VBE (2 – 0.7) V
RB = —————=  ————— = 39.39 kW

IB 0.0333 mA

4 Knowing VBB and IBB, calculate R1:

VBB 2 V
R1 = ———= ——— = 2 kW

IBB 1 mA

5 Knowing VBB, IBB, IB and VC, calculate RF:

VC – VBB (10 – 2) V
RF = —————= ————— = 7.74 kW

IBB + IB 1.033 mA

6 Knowing VCC, VC, IC, IB and IBB, calculate RC:

VCC – VC (20 – 10) V
RC = —————— = ————— = 1.66 kW

IC + IB + IBB        6.033 mA

Example 6.4
Use the bias circuit shown in Figure 6.7 to set the operating point of a transistor at IC =
1 mA, VC = 6 V. The current gain of the transistor ranges from 100 to 250. The circuit
supply voltage is 12 V.

Solution

Note: In my solution I have chosen VBB = 1.5 V and IBB = 0.5 mA; within reason you
may choose other values but if you do then your solutions will obviously differ from
mine.
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Using Example 6.3 as a basis for the solution, I have calculated the values of resistors but
you must use the closest commercial value in the circuit.

1 The operating point for the transistor is

IC = 1 mA, VC = 6 V, VCC = 12 V and

2 Assume values for VBB and IBB to supply a constant current, IB:

VBB = 1.5 V IBB = 0.5 mA

3 Knowing IC and hFE, calculate IB:

IC 1 mA
IB = —— = ——— ≈ 6.3 mA

hFE 158

4 Knowing VBB and IB, and assuming that VBE = 0.7 V, calculate RB:

VBB – VBE      (1.5 – 0.7) V
RB = —————= —————— ≈ 126.9 kW

IB 6.3 mA

5 Knowing VBB and IBB, calculate R1:

VBB 1.5 V
R1 = —— = ——— = 3 kW

IBB 0.5 mA

6 Knowing VBB, IBB, IB and VC, calculate RF:

VC – VBB (6 – 1.5) V
RF = ———— = ———————— = 8.88 kW

IBB + IB (0.5 mA + 6.3 mA)

7 Knowing VCC, VC, IC, IB and IBB, calculate RC:

VCC – VC (12 – 6) V
RC = —————— = —————————— = 3.98 kW

IC + IB + IBB (1 + 0.0063 + 0.5) mA

6.2.9 Base-voltage potential divider bias circuit
Another bias circuit that is commonly used is the base-voltage potential divider bias circuit
shown in Figure 6.8. In this circuit, VBB is held approximately constant by the voltage
divider network of R1 and R2. VBE is the voltage difference between VBB and VE which is
the product of IE and RE.

Since IE = IC + IB, any collector current rise ∆IC is followed by a ∆IE rise which
increases VE. This increase in VE is a form of negative feedback that tends to reduce bias
on the base–emitter junction and, therefore, decrease the collector current. Example 6.5
shows how to design the bias circuit of Figure 6.8.
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Example 6.5
Using the biasing arrangement shown in Figure 6.8, calculate the biasing resistors for a
transistor operating with VC = 10 V, IC = 10 mA and a supply voltage VCC = 20 V. The tran-
sistor has a d.c. gain of hFE = 50.

Given: VCC = 20 V, VC = 10 V, IC = 10 mA and hFE = 50.
Required: R1, R2, RC, RE.

Solution

1 Choose VE to be approximately 10% of VCC. Make

VE = 10% of 20 V = 2 V

2 Assume IE ≈ IC for high gain transistors.
3 Knowing IE and VE, calculate RE:

2 V 
RE = ——— = 200 W

10 mA

4 Knowing VCC, VC and IC, calculate RC:

VCC – VC (20 – 10) V
RC = ————— = ——————= 1000 W

IC 10 mA

5 Knowing IC and hFE, calculate IB:

IC 10 mA
IB = —— = ———— = 0.2 mA

hFE 50 
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Fig. 6.8 Base-voltage potential divider bias circuit
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6 Knowing VE and VBE, calculate VBB:

VBB = VE + VBE = 2.0 V + 0.7 V = 2.7 V

7 Choose a value for IBB; a normal rule of thumb is that IBB ≈ 10IB. Hence

IBB = 2 mA

8 Knowing IBB and VBB, calculate R2:

VBB 2.7 V
R2 = —— = ———= 1350 W

IBB 2 mA

9 Knowing VCC, VBB, IBB and IB, calculate R1:

VCC – VBB       (20 – 2.7) V
R1 = ————— = —————— = 7864 W

IBB + IB             (2 + 0.2)

Example 6.6
Use the bias circuit shown in Figure 6.8 to set the operating point of a transistor at IC = 1
mA, VC = 6 V. The current gain of the transistor ranges from 100 to 250. The circuit supply
voltage is 12 V.

Solution

Note: In my solution I have chosen VE = 1.2 V and IBB = 0.5 mA; within reason you
may choose other values but if you do then your solutions will obviously differ from
mine.

Using Example 6.5 as a basis for the solution, I have calculated the values of resistors but
you must use the closest commercial value in the circuit.

1 The operating point for the transistor is:

IC = 1 mA, VC = 6 V, VCC = 12 V and

2 Assume a value for VE that considers bias stability: choosing VE to be approximately
10% of VCC

VE = 10% of 12 V = 1.2 V

3 Assume IE ≈ IC for high hFE transistors.
4 Knowing IE and VE, calculate RE:

1.2 V
RE = ———  = 1200 W

1 mA

5 Knowing VCC, VC and IC, calculate RC:

VCC – VC (12 – 6) V
RC = —————= —————= 6000 W

IC 1 mA
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6 Knowing IC and hFE, calculate IB:

IC 1 mA
IB = —— = ——— = 6.3 mA

hFE 158

7 Knowing VE and VBE, calculate VBB:

VBB = VE + VBE = 1.2 V + 0.7 V = 1.9 V

8 I have chosen IBB to be:

IBB = 0.5 mA

9 Knowing IBB and VBB, calculate R2:

VBB 1.9 V
R2 = —— = ————= 3.8 kW

IBB 0.5 mA

10 Knowing VCC, VBB, IBB and IB, calculate R1:

VCC – VBB               (12 – 1.9) V
R1 = ————— = ———————— = 19.95 kW

IBB + IB         (0.5 + 0.0063) mA

6.2.10 Summary on biasing of bi-polar transistors
In the voltage feedback circuits of Figures 6.5 and 6.6 and the voltage feedback and
constant current circuit of Figure 6.7, increases of collector current with temperature are
kept in check by introducing a form of negative feedback to decrease the effective
base–emitter voltage (VBE). If we were to use upward pointing arrows to indicate increases
and downward pointing arrows to indicate decreases, for the circuit of Figures 6.5 to 6.7,
we would have

IC ↑ ; VBE ↓ ; IB ↓ ; → IC constant

In the base–voltage potential divider circuit of Figure 6.8, the effective base–emitter volt-
age (VBE) is reduced by increasing the emitter voltage (VE) against a quasi fixed potential
(VBB). It is a better bias circuit than the earlier ones because VE can be made to almost track
and compensate for changes in VBE. Using arrows as before, for the circuit of Figure 6.8,
we would have

IC ↑ ; VE≠ ↑; (VBE = VBB – VE) ↓ ; IB ↓ ; → IC constant

The manufacturing tolerance for hFE or b in transistors of the same part number is typi-
cally poor. It is not uncommon for a manufacturer to specify a 10:1 range for b on the data
sheet (such as 30 to 300). This of course makes it extremely difficult to design a bias
network for the device in question when it is used from a production standpoint as well as
a temperature standpoint.

However, the base-voltage potential divider circuit works remarkably well on both
accounts because a high hFE produces a high VE which counteracts the quasi fixed
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potential VBB. This bias circuit is therefore widely used in production circuits. One draw-
back of this circuit is that the resistor RE must be bypassed by a capacitor in order not to
affect the a.c. operation of the amplifier. At frequencies less than 100 MHz, this is no prob-
lem but at microwave frequencies effective bypassing is difficult and you will see that the
earlier circuits are often used.

In the discussions on biasing, I have only concentrated on direct biasing where resis-
tors are used to control IB and VBE. However, there are active-bias-circuits where one or
more additional transistors are used to bias the main r.f. amplifier. One well known exam-
ple is shown in Figure 6.9. In this circuit r.f. signal is applied through the input tuned
transformer (T1) to the base of the r.f. amplifier (tr1). The r.f. output signal is taken from
the collector tuned transformer (T2). Capacitors C1 and C2 are bypass capacitors used to
allow r.f. signals to reach the emitter of tr1 easily and to keep r.f. signal out of the bias-
ing circuit.

Biasing is carried out by supplying base current to tr1 via the secondary of T1 from R4
which in turn is fed from the collector current (IC2) of tr2. The base voltage (VB2) of tr2 is
fixed by the potential divider consisting of R1 and R2 which sets the base voltage of tr2
approximately 0.7 V below its emitter voltage (VE2). The emitter voltage (VE2) for tr2 is
provided by the voltage drop across R3 which in turn is caused by the collector current (IC1)
of tr1. If IC1 increases, then VE2 decreases and the effective base–emitter voltage (VB2) of
tr2 decreases, IC2 decreases, which in turn reduces IB1. IC1 then decreases to try and main-
tain its old value. Again, if we were to use upward pointing arrows to indicate increases
and downward pointing arrows to indicate decreases, for the circuit of Figure 6.9, we
would have

IC1≠ ↑ ; VE2 ↓ ; VBE2 ↓ ; IC2 ↓ ; IB1 ↓ ; IC1 ↓ ; → IC1 constant

The biasing of this circuit can be made very stable and I have used this arrangement for
r.f. amplifers operating from –15°C to +75°C. Another advantage of this biasing circuit is
that although tr1 is an expensive r.f. transistor, tr2 can be a cheap low frequency transistor.
The only requirement is that tr1 and tr2 should be made from similar material to enable
easier tracking for VBE and ICO. For example if tr1 is a silicon transistor then tr2 should
also be a silicon transistor.
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6.3 Review of field effect transistors

There are two main types of field effect transistors; the junction FET or JFET, and the
metal oxide silicon FET or MOSFET. MOSFETs are sometimes also referred to as ‘insu-
lated gate field effect transistors’, IGFETs. A high electron mobility FET is also known
as a HEMFET. In this discussion, we will look briefly at FET structures, their operating
modes and methods of biasing to enable us to use FETs efficiently at high frequencies.

6.3.1 A brief review of field effect transistor (JFET or FET) construction
An elementary view of field effect transistor construction will aid understanding when we
analyse a.c. equivalent circuits and use them in practical amplifier and oscillator circuits.

FET (n-channel)
The basic construction of an n-channel type field effect transistor is shown in Figure 6.10.
The device has three terminals, a source terminal (S), a gate terminal (G), and a drain
terminal (D). In an n-channel depletion mode FET, n-type material is used as the conduct-
ing channel between source and drain. P type material is placed on either side of the chan-
nel. The effective electrical width of the channel is dependent on the voltage potential
(VGS) between gate and source.

When electrical supplies are connected in the manner shown in Figure 6.11, electrons
flow from the source, past the gate, to the drain. If a negative voltage is applied between
the gate and source, its negative electric field will try to ‘pinch’ the electron flow and
confine it to a smaller cross-section of the n-channel of the FET. This affects the resistance
of the n-channel and restricts the current flowing through it. Hence, by varying the
gate–source voltage (VGS), it is possible to control current flow.

Power gain is obtained because very little energy is required to control the input signal
(VGS) while relatively large amounts of power can be obtained from the variations in
drain–source current (IDS). The symbols for an n-channel depletion mode FET and its
output current characteristics are shown in Figure 6.12. Drain–source current (ID) is maxi-
mum when there is zero voltage on VGS and ID decreases as VGS becomes more negative.
The pinch-off voltage (VP) is the gate–source voltage required to reduce the effective
cross-section of the n-channel to zero. For practical purposes, it is VGS which causes IDS to
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become zero. IDSS is the drain–source current when the gate and source are shorted
together (VGS = 0) for your particular VDS.

Operating point and biasing of an n-channel FET
Selection of the operating point is similar to that explained for the bi-polar transistor, but
the biasing method is different. An example of how to bias an n-channel FET is given in
Example 6.7.

Example 6.7 Biasing an n-channel FET
Using the biasing arrangement shown in Figure 6.13, calculate the biasing resistors for an
FET operating with VDS = 10 V, IDS = 5 mA and a supply voltage VCC = 24 V. From manu-
facturer’s data, for IDS = 5 mA and VDS = 10 V, VGS = –2.3 V.

Given: VCC = 24 V, VDS = 10 V, IDS = 5 mA and VGS = 2.3 V.
Required: Rs, RD, RG, R.

Solution

1 For our particular transistor, the manufacturer’s d.c. curves show that for an operating
current of 5 mA with VDS = 10 V, we require a VGS of –2.3 V which means that the gate
must be 2.3 V negative with respect to the source. We do not have a negative supply but
we can simulate this supply by making the source positive with respect to the gate which
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Fig. 6.11 n-channel FET

Fig. 6.12 Symbols and output current characteristics for an n-channel FET
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in turn means that the gate will be negative with respect to the source. This is carried out
by placing a resistor (RS) in series with ID to produce a positive voltage (VS) which is equal
to VGS. We now calculate RS.

2 Since IG = 0, |VGS| = |VS|, and knowing ID, calculating RS gives

|VS|      |VGS|
RS = —— = ———

ID ID

2.3 V
= ——— = 460 W

5 mA

Note particularly that RS provides a form of negative feedback to stabilise changes in
FET parameters with temperature. It also stabilises current when FETs of the same type
number are changed, because any increase in IDS immediately produces a correspond-
ing decrease in VGS. The ratio

change in IDS(∆IDS)
—————————
change in VGS(∆VGS)

is known as the transconductance (gm) of the transistor.
3 Since IG = 0, RG can be chosen to be any convenient large value of resistor – approxi-

mately 1 MW. This value is useful because it does not appreciably shunt the desirable
high input impedance of the transistor.

4 Knowing VCC, VS, VDS and ID, we can now calculate VD and then RD. Since we require
VDS = 10 V and VS has already been chosen as 2.3 V

VD = VDS + VS = 10 V + 2.3 V = 12.3 V

and
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VCC – VD (24 – 12.3) V
RD = —————= ——————= 2340 W

ID 5 mA

Our bias circuit is now complete.4

The above biasing circuit is easy to design but complications often arise when the manu-
facturer does not supply the d.c. curves for a particular transistor5 or when you cannot
obtain the characteristic curve from a transistor curve plotter. In this case, refer to the
manufacturer’s FET data sheets for values of VP and IDSS. With these two values known,
you can use the well known FET expression for calculating VGS. It is

VGS
2

ID = IDSS [1 – ——] (6.9)
VP

For our particular case, the manufacturer states that VP = –8 V and IDSS = 10 mA.
Substituting the values in Equation 6.9 and transposing yields

We can then proceed as in steps 3 to 5 above.

Example 6.8
An n-channel JFET has VP = –6 V and IDSS = 8 mA. The desired operating point is ID = 2
mA and VDS = 12 V. The supply voltage (VCC) is 24 V. Design a bias circuit for this oper-
ating point.

Solution: This circuit will be designed following the method given in Example 6.7.

1 The operating point for the transistor is

ID = 2 mA, VD = 12 V, VCC = 24 V

2 Vp and IDSS from the data sheet are

Vp = –6 V

and

IDSS = 8 mA
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4 Older readers might well recognise that this method of biasing is similar to that used for thermionic valves.
The only difference is that in thermionic valves, VS is such a small fraction of the anode–cathode voltage that it
may be neglected.

5 This seems to be the case with many r.f. transistors.
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3 Knowing ID, IDSS, and Vp, VGS can be calculated from:

4 Since IG = 0, |VGS| = |VS|, and knowing ID, RS can be calculated:

|VS|     |VGS|     3 V
RS = —— = —— = ——  = 1500 W

ID ID 2 mA

5 Since IG = 0, RG can be chosen to be any large value of resistor – approximately 1 M W.
6 Knowing VCC, VS, VDS and ID, we can now calculate VD and then RD. Since we require

VDS = 12 V and VS has already been calculated as 3 V

VD = VDS + VS = 12 V + 3 V = 15 V

and

VCC – VD (24 – 15) V
RD = —————= ——————= 4500 W

ID 2 mA

The bias circuit is now complete.

FET (p-channel )
It is also possible to make p-channel type depletion mode FETs by substituting p-type
material for n-type and vice-versa in the simplified construction illustrated in Figure 6.10.
However, the voltage supplies must also be reversed to that shown in Figure 6.11, and this
time the current flow is ‘hole’ current instead of electrons. The net result is the same and
gain can be obtained from the FET. Figure 6.14 shows the symbol for a p-channel FET and
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Fig. 6.14 Symbols and output current characteristics for a p-channel FET
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its output current characteristics. Note that VDS and ID are reversed to that for the n-chan-
nel characteristics given earlier, and that VGS must be positive to decrease ID. Selection of
the operating point is similar to that explained for the bi-polar transistor, but the biasing
method is different. An example of how to bias a p-channel FET is given in Example 6.9.

Example 6.9
Using the biasing arrangement shown in Figure 6.15, calculate the biasing resistors for a
FET operating with VDS = –10 V, IDS = –5 mA and a supply voltage VCC = –24 V. From
manufacturer’s data, for IDS = 5 mA and VDS = –10 V, VGS = +2.3 V.

Given: VCC = –24 V, VDS = –10 V, VGS = +2.3 V, IDS = –5 mA.
Required: RG, RD, RS.

Solution

1 For our particular transistor, the manufacturer’s d.c. curves show that for an operating
current of –5 mA with VDS = –10 V, we require a VGS of +2.3 V which means that the
gate must be 2.3 V positive with respect to the source. We do not have another power
supply but we can simulate this supply by making the source negative with respect to
the gate which in turn means that the gate will then be positive with respect to the
source. This is carried out by placing a resistor (RS) in series with ID to produce a nega-
tive voltage (–VS), which is equal to VGS. We now calculate RS.

2 Since IG = 0, |VGS| = |VS|, and knowing ID, calculating RS gives

|VS|     |VGS|     –2.3 V
RS = —— = —— = ——— = 460 W

ID ID –5 mA

3 Since IG = 0, RG can be chosen to be any convenient large value of resistor – approxi-
mately 1 MW. This value is useful because it does not appreciably shunt the desirable
high input impedance of the transistor.
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Fig. 6.15 Bias circuit for a p-channel depletion mode FET
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4 Knowing VCC, VS, VDS and ID, we can now calculate VD and then RD. Since we require
VDS = –10 V and VS has already been chosen as –2.3 V

–VD = –VDS – VS = –10 V – 2.3 V = –12.3 V

and

VCC – VD (–24 V) – (–12.3 V)
RD = ———— = ———————— = 2340 W

ID –5 mA

Our bias circuit is now complete.

The above biasing circuit is easy to design but complications often arise when the manu-
facturer does not supply the d.c. curves for a particular transistor and when you cannot
obtain the characteristic curve from a transistor curve plotter. In this case, refer to the
manufacturer’s FET data sheets for values of VP and IDSS and use Equation 6.9 as before.
With these two values known, you can calculate VGS.

Example 6.10
A p-channel JFET is to be operated with ID = –2 mA, VDS = –8 V. The power supply volt-
age (VCC) is –14 V. The data sheet gives VP = 4 V and IDSS = –6 mA.

Solution: The bias circuit will be designed using Example 6.9 as a guide.

1 The operating point for the transistor is

ID = –2 mA, VDS = –8 V, VCC = –14 V

2 For our particular transistor, VP = 5 V and IDSS = –6 mA.
3 Knowing ID, IDSS and VP, we can calculate VGS:

4 Since IG = 0, |VGS| = |VS|, and knowing ID, calculating RS gives

|VS|     |VGS|     –2.1 V
RS = —— = —— = ——— = 1050 W

ID ID –2 mA

5 Since IG = 0, RG can be chosen to be any large value of resistor – approximately 
1 M Ω.

6 Knowing VCC, VS, VDS and ID, we can now calculate VD and then RD. Since we require
VDS = –8 V and VS has already been chosen as –2.1 V:

–VD = –VDS – VS = –8 V – 2.1 V = –10.1 V
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and

VCC – VD (–14 + 10.1) V
RD = —————= ———————    = 1950 W

ID –2 mA

Our bias circuit is now complete.

6.3.2 A brief review of metal oxide silicon field effect transistors
(MOSFET)

MOSFETs (n-channel enhancement-mode type)
In MOSFETs, the drain and source are p–n junctions formed side by side in the surface of
a silicon substrate as illustrated in Figure 6.16. This time the gate is a conductor, originally
a metal film (hence the name of the device) but nowadays it is usually a layer of well doped
silicon. This gate is separated from the silicon substrate by a film of oxide thus forming an
input capacitance.

The application of a voltage between gate and source induces carriers in the silicon
under the gate – as indicated in Figure 6.17 – the amount of charge induced in the chan-
nel being dependent on the gate voltage. When a drain–source voltage is applied (VDS),
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Fig. 6.17 Basic action in an n-channel MOSFET

Fig. 6.16 Basic construction of an n-channel MOSFET
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these induced carriers flow between source and drain – the larger the induced charge, the
greater the drain current ID. In short, VGS controls the current flowing through the channel
for a fixed value of VDS.

Power gain is obtained because very little energy is required to control the input signal
(VGS) while relative large amounts of power can be obtained from the variation in
drain–source current (IDS). The symbols for an n-channel enhancement-mode MOSFET
and its output current characteristics are shown in Figure 6.18. Note that in the first
symbol, the substrate is marked ‘B’ for bulk to distinguish it from the ‘S’ for source.
Sometimes the substrate is joined to the source internally to give a device with three rather
than four terminals. The line connecting source and drain is shown as a dashed line to indi-
cate that in an n-channel enhancement-mode MOSFET, the conduction channel is not
established with zero gate–source voltage.

MOSFETs (p-channel enhancement-mode type)
It is also possible to make p-channel enhancement-mode MOSFETs by substituting p-type
material for n-type and vice-versa to that shown in Figure 6.16. However, the voltage
supplies must also be reversed to that shown in Figure 6.17, and this time the current flow
is hole current instead of electrons. The net result is the same and gain can be obtained
from the MOSFET. Figure 6.19 shows the symbol for a p-channel MOSFET and its output
current characteristics. Note that VDS and ID are reversed to that for the n-channel charac-
teristics given above.
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Fig. 6.18 Symbols and characteristic curves for an n-channel enhancement-mode MOSFET

Fig. 6.19 Symbols and characteristic curves for a p-channel enhancement-mode MOSFET
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Here again, in the first symbol, the substrate is marked ‘B’ for bulk to distinguish it
from the ‘S’ for source. However, the arrow is pointing away this time to indicate a p-chan-
nel device. Sometimes the substrate is joined to the source internally to give a device with
three rather than four terminals. The line connecting source and drain is shown as a dashed
line to indicate that in a p-channel enhancement-mode MOSFET, the conduction channel
is not established with zero gate–source voltage.

Biasing of MOSFETs
Selection of the operating point is similar to that explained for the bi-polar transistor. The
biasing methods are also similar (see section 6.3.1) but the calculations are simpler
because IG = 0. One method of biasing is shown in Example 6.11.

Example 6.11
The n-channel enhancement-mode MOSFET shown in Figure 6.20 is to be operated with
ID = 5 mA, VDS = 10 V with a supply voltage (VCC) of 18 V. Manufacturer’s data sheets
show that this MOSFET requires a positive bias of 3.2 V for a current of 5 mA when VDS
is 10 V. Calculate the values of resistors required for the circuit in Figure 6.20.

Solution

1 The operating point for the transistor is

ID = 5 mA, VDS = 10 V, VCC = 18 V

2 From the manufacturer’s data sheet VGS = +3.2 V for a current of 5 mA.
3 Choose VS to be approximately 10% of VCC:

VS = 10% of 18 V = 1.8 V

4 Knowing VS and ID, calculate RS:

VS 1.8 V
RS = — = —— = 360 W

ID 5 mA
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Fig. 6.20 Bias circuit for an n-channel enhancement-mode MOSFET
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5 Knowing VS and VGS, calculate VG:

VG = VGS + VS = (3.2 + 1.8) V = 5.0 V

6 Assume a value for R2 based upon d.c. input resistance needs:

R2 = 220 kW

7 Knowing R2, VG and VCC, calculate R1:

R2(VCC – VG)
R1 = ——————

VG

220 kW (18–5) V
= ———————— = 572 kW

5 V

8 Knowing VS and VDS, calculate VD and then RD:

VD = VS + VDS = 1.8 V + 10 V = 11.8 V

and

VCC – VD (18 – 11.8) V
RD = ————— = —————— = 1240 W

ID 5 mA

The bias circuit is now complete.

Example 6.12
An n-channel enhancement-mode MOSFET is to be operated with ID = 2 mA, VDS = 6 V
with a supply voltage (VCC) of 12 V. Manufacturer’s data sheets show that this MOSFET
requires a positive bias of 1.8 V for a current of 2 mA when VDS is 6 V. Calculate the
values of resistors required for the circuit in Figure 6.20.

Solution

1 The operating point for the transistor is

ID = 2 mA, VDS = 6 V, VCC = 12 V

2 From the manufacturer’s data sheet VGS = +1.8 V for a current of 2 mA.
3 Choose VS to be approximately 10% of VCC:

VS = 10% of 12 V = 1.2 V

4 Knowing VS and ID, calculate RS:

VS 1.2 V
RS = —— = ——— = 600 W

ID 2 mA

5 Knowing VS and VGS, calculate VG:

VG = VGS + VS = (1.8 + 1.2) V = 3.0 V
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6 Assume a value for R2 based upon d.c. input resistance needs:

R2 = 220 kW

7 Knowing R2, VG and VCC, calculate R1:

R2(VCC – VG)
R1 = ———————

VG

220 kW (12 – 3) V
= ———————— = 660 kW

3 V

8 Knowing VS and VDS, calculate VD and then RD:

VD = VS + VDS = 1.2 V + 6 V = 7.2 V

and

VCC – VD (12 – 7.2) V
RD = ————— = ————— = 2400 W

ID 2 mA

The bias circuit is now complete.

6.3.3 Depletion-mode MOSFETs
Depletion-mode MOSFETs are also known in some books as depletion/enhancement-
mode (DE) MOSFETs because, as you will see shortly, they can be biased to operate in
both the depletion and enhancement mode. For our purposes, we will refer to them as
depletion-mode types to avoid unnecessary confusion.

MOSFETs (n-channel depletion-mode type)
Depletion-mode MOSFETs are made in a similar way to that of enhancement MOSFETs
except that a very thin layer of donors is implanted in the surface of the p-type substrate
just under the gate as indicated in Figure 6.21. This is done simply by firing donor atoms
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Fig. 6.21 A cross-sectional diagram of an n-channel depletion-mode MOSFET showing the layer of donors implanted
in the surface of the p-type substrate to form a channel of electrons even when VGS = 0
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in a vacuum at the silicon surface. If the implanted donor density exceeds the density of
holes already there, a channel of electrons will be formed even when VGS = 0 and a drain
current will flow as soon as VDS is applied. The current which flows in a depletion-mode
MOSFET when VGS = 0 is called IDSS and it is quoted in data sheets.

Figure 6.22 shows the symbols and electrical characteristics of an n-channel depletion-
mode MOSFET. Note that VGS can be positive, zero or negative. The VGS required to
reduce ID to zero is called the threshold voltage (VT). In the first symbol of Figure 6.22,
the substrate is marked ‘B’ for bulk to distinguish it from the ‘S’ for source. Sometimes the
substrate is joined to the source internally to give a device with three rather than four termi-
nals. The line connecting source and drain is shown as a full line to indicate that in an
n-channel DE-mode MOSFET, a conduction channel is present even with zero gate–source
voltage.

MOSFETs (p-channel depletion-mode type)
MOSFETs (p-channel depletion-mode) are made in a similar manner to that shown for the
n-channel depletion-mode MOSFET except that p-type material has been substituted for
n-type material and operating voltages must be reversed. The symbols and current charac-
teristics of a p-channel depletion-mode MOSFET are shown in Figure 6.23.

The explanation of the operation of p-channel MOSFETs is identical to that of the
n-channel MOSFET just described except that all region types, carrier types, voltages
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Fig. 6.22 Symbols and output current characteristics for an n-channel depletion-mode MOSFET

Fig. 6.23 Symbols and output current characteristics for a p-channel depletion-mode MOSFET
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and currents are reversed. For example the gate is made increasingly negative to cause
an increase in drain current, and the threshold voltage of an enhancement-mode p-
type channel device is positive. In the first symbol of Figure 6.23, the substrate is
marked ‘B’ for bulk to distinguish it from the ‘S’ for source. Sometimes the substrate
is joined to the source internally to give a device with three rather than four terminals.
The line connecting source and drain is shown as a full line to indicate that in a p-chan-
nel DE-mode MOSFET, a conduction channel is present even with zero gate–source
voltage.

Biasing of depletion-mode MOSFETs
These MOSFETs can be biased according to the methods given in Examples 6.7, 6.9 and
6.11. The circuit you choose will depend on whether you wish to operate the circuit with
positive or negative VGS.

6.3.4 Summary of the properties of FETs and MOSFETs
Field effect transistors (FETs) can be regarded as three terminal devices whose terminals
are called source, drain and gate. There are two types of field effect transistor; the junction
FET or JFET, and the metal oxide silicon FET or MOSFET. In a JFET current flows
through a channel of silicon whose cross-sectional area is controlled by a p–n junction
whose width is varied by the application of a voltage between gate and source, as illus-
trated in Figure 6.11. In a MOSFET the drain and source are p–n junctions formed side by
side in the surface of a silicon substrate as illustrated in Figure 6.16. The gate is separated
from the silicon substrate by a film of oxide. The application of a voltage between gate and
source induces carriers in the silicon under the gate which then forms the channel between
source and drain. See Figure 6.17.

There are complementary forms of both types of FET: namely n-channel and p-channel
devices. In n-channel devices the drain current is carried by electrons, whilst in p-channel
devices it is carried by holes. There are two variants of MOSFET called enhancement-
mode devices and depletion-mode devices. In enhancement-mode devices ID = 0 when VGS
= 0. In depletion-mode devices (and in JFETs) ID = IDSS when VGS = 0.

The families of output characteristics of all FETs have the same general form and have
been shown in Figures 6.12, 6.14, 6.18, 6.19, 6.22 and 6.23. Note particularly that the
polarities of the voltage and directions of currents of p-channel devices are the reverse of
those of n-channel ones; and that the differences between the three types of n-channel
devices, or between the three p-channel devices, is in their range of values for VGS. The
polarity of the threshold voltages (VT) distinguishes between enhancement-mode and
depletion-mode MOSFETs. (The threshold voltages are the gate voltages at which the
drain current ID just begins to flow.)

There are alternative graphical symbols for MOSFETs in common use, which are also
shown in Figures 6.12, 6.14, 6.18, 6.19, 6.22 and 6.23. Note that if the (longer) central line
represents the piece of silicon, an arrow in a diagram always points at a p-region or away
from an n-region, as with bi-polar transistors. However, the arrow indicates the source in
a MOSFET, but indicates the gate in a JFET. Note the extra line added to the MOSFET
symbols for depletion-mode operation – it is intended to indicate the existence of a chan-
nel when VGS = 0. Other symbols may be found in data sheets and in textbooks, so be sure
to check the meanings of symbols in other publications. In particular a more complicated
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standard symbol is used to represent the four terminal nature of MOSFETs, but we shall
not be referring to this in this text.

The carriers in the channel of either type of FET flow from source to drain under the
influence of an electric field, so the currents are drift currents rather than diffusion
currents.

The d.c. output characteristics of a JFET can be calculated by Equation 6.7.
The main electrical advantage of MOSFETs over bi-polar transistors is that their d.c.

gate current is virtually zero. This is due to the presence of the oxide layer between the
gate electrode and the substrate. The current gain, if it was ever referred to, would be
approaching infinity. This means that the input power to the device is very small indeed.
The advantage of MOSFETs from a production point of view is that, in general, they are
smaller and cheaper to manufacture than bi-polars. Their main disadvantage is that their
transconductance6 (gm) is normally much less than that of bi-polars at the same operating
current; that is, the control of the output current by the input voltage is normally less effec-
tive. It is possible, however, using special construction methods to produce MOSFETs
which are capable of operating more efficiently than bi-polars at microwave frequencies.
This is particularly true of the high electron mobility field effect transistor known as the
HEMFET which will be discussed later in the design of microwave amplifiers.

6.4 A.C. equivalent circuits of transistors

Some of the material described in Section 6.4 has already been covered in earlier sections
but I need to emphasise some relevant facts to help you understand how a.c. equivalent
circuits are derived. In the analyses of a.c. equivalent circuits, apart from a very brief intro-
duction to FETs, I will concentrate mainly on the bi-polar transistor because many of the
a.c. equivalent circuits (apart from circuit values) apply to JFETs and MOSFETs as well.

6.4.1 A brief review of bi-polar transistor construction
The NPN type bi-polar transistor shown in Figure 6.24 is constructed by using a crystalline
layer of silicon7 into which carefully controlled amounts of impurities such as arsenic,
phosphorus or antimony have been added so that the silicon may be made to provide rela-
tively easy movement for electrons. This layer is known as an n-type material because it
contains ‘free’ negative electrical charges (electrons). In the NPN transistor, this layer is
called the emitter because it has the ability to ‘emit’ electrons under the influence of a
voltage potential. A very thin layer of material about 0.2–10 microns8 thick is then laid
over the emitter. This layer is called the base layer. It is usually made of silicon with care-
fully controlled amounts of impurities such as aluminium, boron, gallium or indium. This
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6 Transconductance (gm) is defined as

small change in output current (∆IDS)
———————————————
small change in input voltage (∆VGS)

7 Germanium can also be used but its electrical characteristics with temperature are less stable than that of
silicon. Therefore, it is becoming obsolete and is only used for special functions or as replacement transistors for
older designs.

8 1 micron = 1 × 10–6 metres.

Da Silva Part 6  15:2:2001 10:37 am  Page 291



layer is known as a p-type layer because there are ‘free’ positive electric charges (holes)
in the material. Finally another layer of n-type material is placed over the base layer. This
layer is known as the collector because it collects all the current.

With suitable operating conditions, and when the transistor is connected to a battery,
electrons from the emitter are made to pass through the base which controls current flow to
the collector. This type of action occurs in an NPN type transistor. The same type of action
described above is possible with a transistor made with PNP type construction, that is with
the emitter and collector constructed of p-type material and the base of n-type material.

6.4.2 A brief review of field effect transistor construction
The basic construction of an n-channel type field effect transistor is shown in Figure 6.25.
In this case, n-type material is used as the conducting channel between source and drain
and p-type material is placed on either side of the channel. The effective electrical width
of the channel is dependent on the voltage potential between gate and source.

When a power supply is connected in the appropriate manner (+ at the drain and – at
the source), electrons flow from the source past the gate to the drain. A negative potential
applied to the gate alters the channel width of the transistor. This in turn affects the resis-
tance of the channel and its current flow. Power gain is obtained because the input power
applied to the gate is very much less than the output power.

6.4.3 Basic a.c. equivalent circuits
As stated earlier and for the sake of clarity, I will concentrate mainly on the bi-polar tran-
sistor. However, you should be aware that much of what is said applies to the FET as well
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Fig. 6.24 Basic construction of a bi-polar transistor

Fig. 6.25 An n-channel depletion-mode field effect transistor
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because its physical construction also produces inter-electrode resistances and capacitances.
If you examine Figure 6.24 more closely, you will see that due to the proximity of the emit-
ter, base and collector or the source, gate and drain in Figure 6.25, there is bound to be resis-
tance and capacitance between the layers. The approximate9 electrical equivalent circuit for
Figure 6.24 has been drawn for you in Figure 6.26. The abbreviations used  are:

Cbe = capacitance between the base and emitter
Rbe = resistance between the base and emitter
Ccb = capacitance between the collector and base
Rcb = resistance between the collector and base
Cce = capacitance between the collector and emitter
Rce = resistance between the collector and the emitter
gmVbe = a current generator which is controlled by the voltage between base and emitter

(Vbe) – this generator is present because there is current gain in a transistor
gm = a constant of the transistor and its operating point – it is defined as change in

collector current (DIc)/change in base–emitter voltage (DVbe)

In Figure 6.27, I have simplified the circuit by removing the bulk diagram of the tran-
sistor and it now becomes more recognisable as the p equivalent circuit of a transistor. The
circuit is called a p equivalent circuit because the components appear in the form of the
Greek letter p. The resistances and capacitances in Figure 6.27 are not fixed. They are
dependent on the d.c. operating conditions of the transistor.10 For example, if the d.c.
current through the transistor increases then Rbe will decrease and vice-versa. Similarly if
the voltage across the transistor increases then Cce will decrease and vice-versa.11 These
variations are inevitable because d.c. operating voltages and currents affect the physical
nature of transistor junctions.
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9 The circuit is only approximate because I have not taken into account the resistance and reactances of the
lead and its connections.

10 You will no doubt recall from Section 6.2 that the base–emitter junction of a bi-polar transistor is a forward
biased p–n junction diode and that the resistance of this junction (Rdiode) varies with current.

11 This is due to the change in the width of the depletion layer described in Section 6.2.

Fig. 6.26 Approximate equivalent electrical circuit of a transistor

Fig. 6.27 ‘π ’ equivalent circuit of a transistor
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In Table 6.1, I have listed some typical values of components in a p equivalent circuit
when a bi-polar transistor is operated as a small signal amplifier with a collector–emitter
voltage of 6 V and a current of 1 mA. Much of the discussion that follows is dependent on
the relative values of these components to each other.

Low frequency equivalent circuit of a transistor
If you examine the first and the third columns of Table 6.1, you will see that at 100 kHz

• Xbe >> Rbe so that its effect on Rbe is negligible.
• Xce >> Rce so that its effect on Rce is negligible.
• If you refer to Figure 6.27, you will see that the fraction of the output voltage between

the collector and the emitter (Vce) fed back through the feedback path formed by the
parallel combination of Rbc and Ccb the parallel combination of Rbe and Cbe is also very
small because the parallel combination (Rbc // Xcb) >> (Rbe // Xbe). Therefore it can also
be neglected at low frequencies. If you have difficulty understanding this part, refer back
to Figure 6.27.

The effects of the above mean that the circuit of Figure 6.27 can be re-drawn at low
frequencies to be that shown in Figure 6.28. This equivalent circuit is reasonably accurate
for frequencies less than 100 kHz.

High frequency equivalent circuit of a transistor
Returning to the p equivalent circuit of Figure 6.27, you will recall that I mentioned earlier
that the circuit was only approximate because I did not take lead resistances and reactances
into account. When these are added the circuit becomes that shown in Figure 6.29. This
circuit is called the hybrid configuration because it is a hybrid of the p circuit.

Another resistance (Rbb) known as the base spreading resistance emerges. This is the
inevitable resistance that occurs at the junction between the base terminal or contact and
the semiconductor material that composes the base. Its value is usually in tens of ohms.
Smaller transistors tend to exhibit larger values of Rbb because of the greater difficulty of
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Table 6.1 Typical values for a bi-polar transistor

Resistance value Capacitance values Reactances at 100 kHz

Rbe ≈ 1–3 kW Cbe ≈ 10–30 pF Xbe ≈ 159–53 kW
Rbc ≈ 2–5 MW Cbc ≈ 2–5 pF Xbc ≈ 796–318 kW
Rce ≈ 20–50 kW Cce ≈ 2–10 pF Xce ≈ 796–159 kW

gm 40 mA per volt when the collector current is 1 mA

Fig. 6.28 Low frequency equivalent circuit of a transistor
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connecting leads to smaller surfaces. Inductors Lb, Lc and Le are the inductances of the
base, collector and emitter leads respectively.

Of the three inductors, Le has the most pronounced effect on circuit performance
because of its feedback effect. This is caused by the input current flowing from B via Lb,
Rbb, Cbe and Rbe in parallel, and out via Le while the output current opposes the input
current since it flows outwards via Lc, the external load, and in again via Le. As frequency
increases, the reactance of Le increases and its effect is to produce a larger (Iout × XLe) volt-
age to oppose input current flow. Manufacturers tend to minimise this effect by providing
two leads for the emitter; one for the input current and the other for the output current. This
is the reason why some r.f. transistors have two emitter leads.

An increase in operating frequency causes reactances Xbe, Xcb and Xce to decrease and
this action will increase their shunting effect on resistances Rbe, Rcb and Rce and eventually
the gain of the transistor will begin to fall. The most serious shunting effect is caused by
Xcb because it affects the negative feedback path from collector to base and a frequency
will be reached when the gain of the transistor is reduced to unity. The unity gain
frequency (fT) is also known as the cut-off frequency of the transistor.

6.4.4 Summary
From the foregoing discussions, you should have realised that:

• transistors come in different shapes and sizes;
• they have d.c. parameters as well as a.c. parameters;
• a.c. parameters vary with d.c. operating conditions;
• a.c. parameters vary with frequency;
• a transistor operating under the same d.c. conditions can be represented by different a.c.

equivalent circuits at different frequencies;
• transistor data given by manufacturers may appear in several ways, namely p, hybrid p,

and other yet to be introduced parameters such as admittance (Y) parameters and scat-
tering (S) parameters.

6.4.5 The transistor as a two-port network
The transistor is obviously a three terminal device consisting of an emitter, base and
collector. In most applications, however, one of the terminals is common to both the input
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Fig. 6.29 Hybrid π equivalent circuit
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and the output network as shown in Figure 6.30. In the common emitter configuration of
Figure 6.30(a), the emitter is grounded and is common to both the input and output
network. So, rather than describe the device as a three terminal network, it is convenient
to describe the transistor as a ‘black box’ by calling it a two port network. One port is
described as the input port while the other is described as the output port. These configu-
rations are shown in Figure 6.30(a, b, and c). Once the two port realisation is made, the
transistor can be completely characterised by observing its behaviour at the two ports.

6.4.6 Two-port networks
Manufacturers are also aware that in many cases, knowing the actual value of components
in a transistor is of little value to the circuit design engineer because there is little that can
be done to alter its internal values after the transistor has been manufactured. Therefore,
manufacturers resort to giving transistor electrical parameters in another manner, namely
the ‘two port’ approach. This is shown in Figure 6.31. With this approach, manufacturers
simply state that for a given transistor operating under certain conditions, what you can
expect to find at the input port (port 1) and the output port (port 2), when you apply exter-
nal voltages (v1, v2) and currents (i1, i2) to it.

Two port parameters come from manufacturers in different representations. Each type
of representation can be described with names such as:

admittance – Y-parameters transfer – ABCD-parameters
hybrid – H-parameters impedance – Z-parameters
scattering – S-parameters Smith chart information

For radio frequency work, the most favoured parameters are the y-, s- and h-parameters
and information on Smith charts which is a convenient graphical display of y- and s-
parameters.
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Fig. 6.30 (a) Common emitter configuration; (b) common base configuration; (c) common collector configuration

Fig. 6.31 Two port network representation
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6.4.7 Radio frequency amplifiers
Radio frequency (r.f.) amplifiers will be investigated by first considering one method of
modelling transistors at radio frequencies. This method will then be used to design an
aerial distribution amplifier.

R.F. transistor modelling
Transistor modelling serves two main purposes. First, it enables a transistor designer to
analyse what is happening within a transistor and to design the necessary modifications to
improve performance. Second, it enables a circuit designer to understand what is happen-
ing within a circuit and to carry out the necessary adjustments to achieve optimum circuit
performance from the transistor.

The hybrid p model (Figure 6.29) is particularly good for representing the properties of
a transistor but as frequencies increase, its shunt reactances cannot be neglected and its
equivalent representation becomes increasingly complex. To minimise these complica-
tions, electronic circuit designers prefer to treat a transistor as a complete unit or ‘black
box’ and to consider its performance characteristics rather than the individual components
in its equivalent circuit.

One way to do this is to use admittance parameters or y-parameters. In this
approach, the transistor is represented as a two-port network with input port (port 1) and
output port (port 2) as shown in Figure 6.32(a). In Figure 6.32(a), the details of the compo-
nents within the ‘box’ are not given. The equivalent representation shown in Figure 6.32(b)
simply tells us that if the input and output voltages v1 and v2 are changing, then the currents
i1 and i2 must also be changing in accordance with the equations

i1 = y11v1 + y12v2 (6.10)

and

i2 = y21v1 + y22v2 (6.11)

where

i1 is the a.c. current flowing into the input port (port 1)
i2 is the a.c. current flowing into the output port (port 2)
v1 is the a.c. voltage at the input port
v2 is the a.c. voltage at the output port

In practice, the values of the y-parameters, y11, y12, y21, y22, are specified at a particu-
lar frequency, in a particular configuration (common base, common emitter, or common
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collector) and with stated values of transistor operating voltages and currents. It is impor-
tant to remember that y-parameters are measured phasor quantities, obtained by measur-
ing external phasor voltages and currents for a particular transistor.

From inspection of Equations 6.10 and 6.11, we define

and

Figure 6.33 shows the same transistor (represented by its ‘y’-parameters) being driven
by a constant current signal source (is) with a source admittance (Ys). The transistor feeds
a load admittance (YL). By inspection of the circuit in Figure 6.33, it can be seen that

is = Ysv1 + i1

or

i1 = is – Ysv1 (6.16)

and

i2 = –YLv2 (6.17)

Note the minus sign. This is because current is flowing in the opposite direction to that
indicated in the diagram.

Circuit parameters can be calculated as follows.
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Fig. 6.33 Equivalent circuit of a transistor with source (Ys) and load (YL)
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Voltage gain. Voltage gain (Av) is defined as (v2/v1). Substituting Equation 6.17 in
Equation 6.11

i2 = y21v1 + y22v2 = –YLv2

Transposing

v2(YL + y22) = –y21v1

and

v2 –y21
— = ———— = Av (6.18)
v1 YL + y22

Input admittance (yin). Input admittance (yin) is defined as i1/v1. Substituting Equation
6.18 in Equation 6.10

–y21v1
i1 = y11v1 + y12v2 = y11v1 + y12 {————}y22 + YL

and transposing

i1 y12y21
— = y11 – ——— = Yin (6.19)
v1 y22 + yL

Current gain (Ai). Current gain (Ai) is defined as i2/i1. From Equations 6.19 and 6.17

i1 –i2
v1 = —— and v2 = ——

Yin YL

and substituting in Equation 6.11

i1 i2
i2 = y21 [——] – y22 [——]Yin YL

Transposing

YL + Y22 Y21
i2 [————] = [——] i1

YL Yin

Transposing

i2 y21YL
— = —————— = Ai (6.20)
i1 Yin (y22 + YL)

Output admittance (Yout). Output admittance (Yout) is defined as [i2/v2]
is = 0

. Substituting
Equation 6.16 in Equation 6.10

i1 = y11v1 + y12v2 = –Ysv1 (remember is = 0)
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Transposing

–y12v2
v1 = {————}y11 + Ys

Substituting in Equation 6.11

–y12v2
i2 = y21 {————} + y22v2

y11 + YS

Transposing v2 results in

i2 y12y21
— = y22 – ——— = Yout (6.21)
v2 y11 + YS

Equations 6.18 to 6.21 enable us to calculate the performance of a transistor circuit.
The equations are in a general form and apply to a transistor regardless of whether it 
is operating in the common emitter, common base or common collector mode. The 
only stipulations are that you recognise that signal enters and leaves the transistor at
port 1 and port 2 respectively and that you use the correct set of ‘y’-parameters in the
calculations.

Design case: aerial amplifier design using ‘y’-parameters
In this design study (Figure 6.34), the signal is picked up by an aerial whose source imped-
ance is 75 W. The signal is then fed into an amplifier whose load is a 300 W distribution
system which feeds signals to all the domestic VHF/FM receivers in the house. The design
was carried out in the following manner.

1 Manufacturers’ data sheets were used to find a transistor which will operate satisfac-
torily at 100 MHz; the approximate centre of the VHF broadcast band. The transistor is
assumed to be unconditionally stable.

2 A decision was made on transistor operating conditions. Guidelines are usually given in
the data sheets for operating conditions and ‘y’-parameters. Typical operating conditions
for a well known transistor with d.c. conditions (Vce = 6 V, Ic = 1 mA) operating in the
common emitter mode were found to be:
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Fig. 6.34 Aerial amplifier design study
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y11 = (13.752 + j13.946) mS y12 = (–0.146 – j1.148) mS
y21 = (1.094 – j17.511) mS y22 = (0.3 + j1.571) mS

The relevant information is summarised below.

Given

Zs= 75 W or Ys = 13.33 mS ∠ 0° ZL = 300 W or YL = 3.33 mS ∠ 0°
y11 = (13.75 + j13.95) mS y12 = (–0.15 – j1.15) mS
y21 = (1.09 – j17.51) mS y22 = (0.3 + j1.57) mS

Required: (a) Voltage gain (Av), (b) input admittance (Yin), (c) output admittance (Yout).

Solution. In this solution, you should concentrate on the method used, rather than the
laborious arithmetic which can be easily checked by a calculator. Simpler numerical para-
meters were not used because they do not reflect realistic design problems.

(a) Use Equation 6.18 to calculate the voltage gain (Av):

–y21 1/180° × (1.09–j17.5) mS
Av = ———— = ——————————————

YL + y22 3.33 mS/0° + (0.3 + j1.57) mS

17.54 mS/93.56°
= ———————— = 4.44/70.17°

3.95 mS/23.39°

From the above answer, you should note the following.

• The phase relationship between the input and output signals is not always the usual 180°
phase reversal expected in a low frequency common emitter amplifier. This is because
of transistor feedback caused mainly by the reduced reactance of the internal collec-
tor–base capacitance at higher radio frequencies.

• The gain and phase relationship is also dependent on the magnitude and phase of the load.

Figure 6.35 shows the relationships between the input (OA) and output (OB) voltages.
It is readily seen that there is a component of the output signal which is in phase with the
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Fig. 6.35 OA and OB represent input and output phasor voltages
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input signal. This in-phase component can cause instability problems if it is allowed to
stray back into the input port. To keep the two signals apart, good layout, short connecting
leads and shielding are essential.

If a tuned circuit is used as an amplifier load, its impedance and phase will vary with
tuning. This in turn affects the amplitude and phase relationships between amplifier input
and output voltages. These variations must be incorporated into the amplifier design other-
wise instability will occur.

Input admittance (Yin)
(b) For this calculation, we use Equation 6.19:

Y12Y21
Yin = Y11 – ————

Y22 + YL

(–0.15 – j1.15) mS (1.09 – j17.51) mS
= (13.75 + j13.95) mS – ————————————————

(0.3 + j1.57) mS + 3.33 mS/0°

(1.16 mS2 ∠ –97.4°)(17.54 mS ∠ –86.44°)
= (13.75 + j13.95) mS – —————————————————

(3.63 + j1.57) mS

20.35 mS ∠ –183.84°
= (13.75 + j13.95) mS – ——————————

3.95 mS ∠ 23.39°

= (13.75 + j13.95) mS – 5.15 mS ∠ –207.23°

= (13.75 + j13.95) mS – (–4.58 + j2.36) mS

= (18.33 + j11.59) mS

From the answer, you should note Yin is also dependent on the phase of the load admit-
tance. This is particularly important in multi-stage amplifiers where the input admittance
of the last amplifier provides the load for the amplifier before it. In this case, altering or
tuning the load of the last stage amplifier will affect its input admittance and in turn affect
the load of the amplifier driving it. This is the reason why the procedure for tuning a multi-
stage amplifier usually requires that the last stage be adjusted before the earlier stages.

Output admittance (Yout)
(c) For this calculation, we use Equation 6.21:

y12y21
Yout = y22 – ————

y11 + Ys

(–0.15 – j1.15) mS (1.09 – j17.51) mS
= (0.3 + j1.57) mS – ————————————————

(13.75 + j13.95) mS + 13.33 mS ∠ 0°)

(1.16 ∠ –97.4°) mS (17.54 ∠ –86.44°) mS
= (0.3 + j1.57) mS – ——————————————————

(13.75 + j13.95) mS + 13.33 mS ∠ 0°

20.35 mS2 ∠ –183.84°
= (0.3 + j1.57) mS – —————————

(27.08 + j13.95) mS 
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20.35 mS2 ∠ –183.84°
= (0.3 + j1.57) mS – —————————

30.46 mS ∠ 27.25°

= (0.3 + j1.57) mS – 0.67 mS ∠ –211.09°

= (0.3 + j1.57) mS – (–0.57 + j0.35) mS

= (0.87 + j1.22) mS

From the answer, you should note Yout is also dependent on the phase of the source admit-
tance. This is particularly important in multi-stage amplifiers where the load admittance of
the first amplifier provides the source for the amplifier following it. In this case, altering
or tuning the load of the first stage will affect the source admittance of the second stage
and so on. This is why, having tuned a multi-stage high frequency amplifier once, you
usually have to repeat the tuning again to compensate for the changes in the output admit-
tances.

Theoretically, it would appear that there is no satisfactory way of tuning a multi-stage
amplifier because individual amplifiers affect each other. In practice, it is found that after
the second tuning, little improvement is obtained if a subsequent re-tune is carried out.
Therefore as a compromise between performance and labour costs, most multi-stage
amplifiers are considered to be tuned after the second tuning.

Summary of the design case. From this design study, you have learnt how to calculate the
voltage gain, input and output admittances of a simple amplifier. You should also have under-
stood why good shielding and layout practices are important in high frequency amplifiers
and the reasons for the procedures used in tuning multi-stage high frequency amplifiers.

Example 6.13
Using the parameters given in the case study, calculate the current gain (Ai) of the amplifier.

Solution. Using Equation 6.20, current gain (Ai) is defined as i2/i1. Hence

i2             y21 YL
Ai = — = —————

i1 Yin (y22 + YL)

(1.09 – j17.51) mS × 3.33 mS/0°
= ——————————————————————

(18.33 + j11.59) mS [(0.3 + j1.57) mS + 3.33 mS/0° ]

(17.54 ∠ –86.44°) mS × 3.33 × mS/0°
= —————————————————

(21.69 ∠ 32.31°) mS (3.96 mS ∠ 23.39°)

(58.41 ∠ –86.44°) mS2

= —————————
(85.89 ∠ 55.70°) mS2

= 0.68 ∠ –142.14°

Note: Current gain is less than unity. This is because the load admittance is low.
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6.5 General r.f. design considerations

The example given in the Design Study has been based on a design methodology, where
we have assumed that the transistor is unconditionally stable, that gain is not of paramount
importance, and that the inherent electrical noise of the amplifier is not prevalent. In real
life, ideal conditions do not exist and we must trade off some properties at the expense of
others. The designs that follow show you how these trade-offs can be carried out.

Design of linear r.f. small signal amplifiers is usually based on requirements for specific
power gain at specific frequencies. Other design considerations include stability, band-
width, input–output isolation and production reproducibility. After a basic circuit type is
selected, the applicable design equations can be solved.

Many r.f. amplifier designs fail because the incorrect transistor has been chosen for the
required purpose. Two of the most important considerations in choosing a transistor for use
in any amplifier design are its stability and its maximum available gain (MAG). Stability,
as it is used here, is a measure of the transistor’s tendency to oscillate, that is to provide an
output signal with no intended input signal. MAG is a figure-of-merit for a transistor which
indicates the maximum theoretical power gain which can be obtained from a transistor
when it is conjugately matched12 to its source and load impedances. MAG is never
achieved in practice because of resistive losses in a circuit; nevertheless MAG is extremely
useful in evaluating the initial capabilities of a transistor.

6.5.1 Stability
A major factor in the overall design is the potential stability of the transistor. A transistor
is stable if there is no output signal when there is no input signal. There are two main
stability factors that concern us in amplifier design, (i) the stability factor of the transistor
on its own, and (ii) the stability factor of an amplifier circuit.

Linvill stability factor
The Linvill stability factor is used to determine the stability of a transistor on its own, that
is when its input and output ports are open-circuited. Linvill’s stability factor (C) can be
calculated by using the following expression:

|yf yr|
C = ———————— (6.22)

2gigo – Re (yf yr)

where

|yf yr| = magnitude of the product in brackets
yf = forward-transfer admittance
yr = reverse-transfer admittance
gi = input conductance
go = output conductance
Re = real part of the product in parentheses
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12 A signal source generator (Zg) will deliver maximum power to a load (ZL) when its source impedance (Zg
= Rg + jXg) = (ZL = RL – jXL). The circuit is said to be conjugately matched because Rg = RL and Xg = –XL.
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When C < 1, the transistor is unconditionally stable at the bias point and the frequency
which you have chosen. This means that you can choose any possible combination of
source and load impedance for your device and the amplifier will remain stable providing
that no external feedback paths exist between the input and output ports.

When C > 1, the transistor is potentially unstable and will oscillate for certain values
of source and load impedance. However, a C factor greater than 1 does not indicate that
the transistor cannot be used as an amplifier. It merely indicates that you must exercise
extreme care in selecting your source and load impedances otherwise oscillations may
occur. You should also be aware that a potentially unstable transistor at a particular
frequency and/or operating point may not necessarily be unstable at another frequency
and/or operating point. If for technical or economical reasons, you must use a transistor
with C > 1, then try using the transistor with a different bias point, and/or mismatch the
input and output impedances of the transistor to reduce the gain of the stage.

The Linvill stability factor (C) is useful in predicting a potential stability problem. It
does not indicate the actual impedance values between which the transistor will go un-
stable. Obviously, if a transistor is chosen for a particular design problem, and the tran-
sistor’s C factor is less than 1 (unconditionally stable), that transistor will be much easier
to work with than a transistor which is potentially unstable. Bear in mind also that if C is
less than but very close to 1 for any transistor, then any change in operating point due to
temperature variations can cause the transistor to become potentially unstable and most
likely oscillate at some frequency. This is because Y-parameters are specified at a partic-
ular operating point which varies with temperature. The important rule is: make C as
small as possible.

Example 6.14
When operated at 500 MHz with a Vce of 5 V and Ic = 2 mA, a transistor has the follow-
ing parameters:

yi = (16 + j11.78) mS yr = (1.55 ∠ 258°) mS
yf = (45 ∠ 285°) mS        yo = (0.19 + j5.97) mS

Calculate its Linvill stability factor.

Solution. Using Equation 6.22

|yf yr|
C = ———————

2gigo – Re (yf yr)

|(45 mS ∠ 285° × 1.55 mS ∠ 258°|
= —————————————————————————

2 × 16 mS × 0.19 mS – Re (45 mS ∠ 285° × 1.55 mS ∠ 258°)

|(69.75 mS2 ∠ 183°|                    |(69.75 mS2 ∠ 183°|
= ——————————————  =  ——————————

6.08 mS2 – Re (69.75 mS2 ∠ 183°)       6.08 mS2 – (–69.65 mS2)

69.75 mS2

= ————— = 0.92
75.73 mS2
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Since the Linvill stability factor < 1, the transistor is unconditionally stable. However, it is
only just unconditionally stable and, in production, changes in transistor parameters might
easily cause instability. If due to costs or the desire to stock a minimum inventory of parts,
you cannot change the transistor, try another operating bias point.

The Stern stability factor (K)
The Stern stability factor (K) is used to predict the stability of an amplifier when it is oper-
ated with certain values of load and source impedances. The Stern stability factor (K) can
be calculated by:

2(gi + Gs) (go + GL)
K = ————————— (6.23)

|yf yr| + Re (yf yr)

where

Gs = the source conductance
GL = the load conductance

If K > 1, the circuit is stable for that value of source and load impedance. If K < 1, the
circuit is potentially unstable and will most likely oscillate at some frequency or in a
production run of the circuit.

Example 6.15
A transistor operating at VCE = 5 V, IC = 2 mA at 200 MHz with a source impedance of
(50 + j0) W and a load impedance of (1000 + j0) W has the following y-parameters:

yi = (4.8 + j4.52) mS yr = (0.90 ∠ 265°) mS
yf = (61 ∠ 325°) mS yo = (0.05 + j2.26) mS

What is the Stern stability factor of the circuit?

Solution

YS = 1/(ZS) = 1/(50 + j0) = 20 mS

and 

YL = 1/(ZL) = 1/(1000 + j0) = 1 mS

Using Equation 6.23:

2(gi + Gs)(go + GL)
K = ————————

|yf yr| + Re (yf yr)

2 (4.8 mS + 20 mS) (0.05 mS + 1 mS)
= ——————————————————————————————

|61 mS ∠ 325° × 0.9 mS ∠ 265°| + Re (61 mS ∠ 325° × 0.9 mS ∠ 265°)

2 (24.8 mS) (1.05 mS)                       52.08 mS2

= ————————————— = ——————————
54.9 mS2 + Re (54.9 mS2 ∠ 230°)   54.9 mS2 + (–35.29 mS2)
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52.08 mS2

= ———— = 2.656 ≈ 2.66
19.61 mS2

Since K > 1, the circuit is stable.

Summary of the Linvill and Stern stability factors
The Linvill stability factor (C) is useful in finding stable transistors:

• if C < 1, the transistor is unconditionally stable;
• if C > 1, the transistor is potentially unstable.

The Stern stability factor (K) is useful for predicting stability problems with circuits:

• if K > 1, the circuit is stable for the chosen source and load impedance;
• if K < 1, the circuit is potentially unstable for the chosen source and load.

6.5.2 Maximum available gain
The maximum available gain (MAG) of a transistor can be found by using the following
equation:

|yf|
2

MAG = ——— (6.24)
4gigo

MAG is useful in the initial search for a transistor for a particular application. It gives a
good indication as to whether a transistor will provide sufficient gain for a task.

The maximum available gain for a transistor occurs when yr = 0, and when YL and YS
are the complex conjugates of yo and yi respectively. The condition that yr must equal zero
for maximum gain to occur is due to the fact that under normal conditions, yr acts as a
negative feedback path internal to the transistor. With yr = 0, no feedback is allowed and
the gain is at a maximum.

In practical situations, it is physically impossible to reduce yr to zero and as a result
MAG can never be truly obtained. However, it is possible to very nearly achieve the MAG
calculated in Equation 6.24 through a simultaneous conjugate match of the input and
output impedances of the transistor. Therefore, Equation 6.24 remains a valuable tool in
the search for a transistor provided you understand its limitation. For example, if your
amplifier design calls for a minimum gain of 20 dB at 500 MHz, find a transistor that will
give you a small margin of extra gain, preferably at least about 3–6 dB greater than 20 dB.
In this case, find a transistor that will give a gain of approximately 23–26 dB. This will
compensate for realistic values of yr, component losses in the matching networks, and vari-
ations in bias operating points.

Example 6.16
A transistor has the following Y-parameters:

yi = (16 + j11.78) mS yr = (1.55 ∠ 258°) mS
yf = (45 ∠ 285°) mS         yo = (0.19 + j5.97) mS
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when it is operated at VCE = 5 V and IC = 2 mA at 500 MHz. Calculate its maximum avail-
able gain?

Solution. Using Equation 6.24

|yf|
2 |45 mS|2

MAG = ———= —————————
4gigo 4 × 16 mS × 0.19 mS

2025 mS2

= —————= 166.53 or 22.21 dB
12.16 mS2

6.5.3 Simultaneous conjugate matching
Optimum power gain is obtained from a transistor when yi and yo are conjugately matched
to Ys and YL respectively. However the reverse-transfer admittance (yr) associated with
each transistor tends to reflect13 any immittance (impedance or admittance) changes made
at one port back to the other port, causing a change in that port’s immittance characteris-
tics. This makes it difficult to design good matching networks for a transistor while using
only its input and output admittances, and totally ignoring the contribution that yr makes
to the transistor’s immittance characteristics. Although YL affects the input admittance of
the transistor and YS affects its output admittance, it is still possible to provide the transis-
tor with a simultaneous conjugate match for maximum power transfer (from source to
load) by using the following design equations:

when yr = 0

Gs = gi (6.25a)

Im (yf yr)
Bs = – jbi + ———— (6.26)

2go

and

or by using Equation 6.25 for the numerator

Gsgo
GL = ——— (6.27a)

gi

and

308 High frequency transistor amplifiers

13 If you have forgotten this effect, refer to Equations 6.19 and 6.21.

G
g g y y y y

gs
i o f r f r

o
=

− −[ Re( )]2

2

2 2
(6.25)

G
g g y y y y

gL
i o f r f r

i
=

− −[ Re( )]2

2

2 2
(6.27)
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Im(yf yr)
BL = – jbo + ———— (6.28 )

2 gi

where

Gs = source conductance
Bs = source susceptance
GL= load conductance
BL = load susceptance
Im = imaginary part of the product in parenthesis

The above equations may look formidable but actually they are not because the numera-
tors in these sets of equations are similar and need not be calculated twice. A case study
of how to apply these equations is shown in Example 6.17.

Example 6.17
Design an amplifier which will provide maximum gain for conjugate matching of source
and load at 300 MHz. The transistor used has the following parameters at 300 MHz with
VCE = 5 V and IC = 2 mA:

yi = 17.37 + j11.28 mS yr = 1.17 mS ∠ –91°
yo = 0.95 + j3.11 mS yf = 130.50 mS ∠ –69°

What are the admittance values which must be provided for the transistor at (a) its input
and (b) its output?

Given: yi = 17.37 + j11.28 mS yr = 1.17 mS ∠ – 91°
yo = 0.95 + j3.11 mS yf = 130.50 mS ∠ – 69°
f = 300 MHz, VCE = 5 V and IC = 2 mA

Required: (a) Its input and (b) its output admittances for conjugate match.

Solution

1 Calculate the Linvill stability factor (C) using Equation 6.22:

|yf yr|
C = ———————

2gi go – Re(yf yr)

|(130.5 mS ∠ –69°) (1.17 mS ∠ –91°)|
= ———————————————————————————

2 (17.37 mS)(0.95 mS) – Re[(130.5 mS ∠ –69°)(1.17 mS ∠ –91°)]

152.69 mS2 152.69 mS2

= ——————————— = ————— = 0.87
33.00 mS2 – (–143.48 mS2)     176.48 mS2

Since C < 1, the device is unconditionally stable and we may proceed with the design.
If C > 1, we would have to be extremely careful in matching the transistor to the source
and load as instability could occur.
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2 Calculate the maximum available gain (MAG) using Equation 6.24:

The actual gain achieved will be less due to yr and component losses.
3 Determine the conjugate values to match transistor input admittance using Equation

6.25:

Using Equation 6.26

Im(yf yr)
Bs = – jbi + ————

2go

–52.22 mS2

= –j11.28 mS + j ——————= – j38.76 mS
2(0.95 mS) 

Therefore the source admittance for the transistor is (46.57 – j38.76) mS. The transistor
input admittance is (46.57 + j38.76) mS.

4 Determine the conjugate values to match transistor output admittance using Equation
6.27(a):

Gsgo (46.57)(0.95) mS2

GL = ———= ———————— = 2.55 mS
gi                 17.37 mS

Using Equation 6.28
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Im(yf yr)
BL = – jbo + ————

2gi

–52.22 mS2

= – j3.11 mS + j —————— = – j4.61 mS
2 (17.37 mS) 

Therefore, the load admittance required for the transistor is (2.55 – j4.61) mS. The tran-
sistor output admittance is (2.55 + j4.61) mS.

5 Calculate the Stern stability factor (K) using Equation 6.23:

2(gi + Gs)(go + GL)
K = —————————

|yf yr| + Re(yf yr)

2(17.37 + 46.57)(0.95 + 2.55) mS2

= ————————————————
|152.69| mS2 + Re(152.69 ∠ –160°) mS2

(2)(63.94)(3.50) mS2

= ——————————— = 48.60
152.69 mS2 + (–143.48) mS2

Since K > 1, the circuit is stable.

After you have satisfied yourself with the design, you need to design networks which will
give the transistor its required source and load impedances and, within reason, also its
operating bandwidth. This can be done by using the filter and matching techniques
described in Chapter 5 and/or by using the Smith chart and transmission line techniques
explained in Chapter 3. Smith chart and transmission line techniques will be expanded in
the microwave amplifiers which will be designed in Chapter 7.

Summary. The calculated parameters of Example 6.17 are:

• C = 0.87
• MAG = 24.12 dB
• conjugate input admittance = (46.57 – j38.76) mS
• conjugate output admittance = (2.55 – j4.61) mS
• K = 4.45

6.5.4 Transducer gain (GT)

Transducer gain (GT) of an amplifier stage is the gain achieved after taking into account
the gain of the device and the actual input and output impedances used. This is the term
most often used in r.f. amplifier design work. Transducer gain includes the effects of input
and output impedance matching as well as the contribution that the transistor makes to the
overall gain of the amplifier stage. Component resistive losses are neglected. Transducer
gain (GT) can be calculated from:

4GsGL|yf|
2

GT = ——————————— (6.29)
|(yi + Ys)(yo + YL) – yf yr|

2
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where Ys and YL are respectively the source and load admittances used to terminate the
transistor.

Example 6.18
Find the gain of the circuit that was designed in Example 6.17. Disregard any component
losses.

Solution. The transducer gain for the amplifier is determined by substituting the values
given in Example 6.17 into Equation 6.29:

4GsGL|yf|
2

GT  = ———————————
|(yi + Ys)(yo + YL) – yf yr|

2

4(46.57)(2.55)|130.50|2 × 10–12

= ————————————————————————————
|(63.94 – j27.48)(3.50 – j1.50) × 10–6 – (152.69 ∠ –160°) × 10–6|2

8 089 607.17 × 10–12

= ———————————————————————————————
|69.60 × 10–6 ∠ –23.26° × 3.81 × 10–6 ∠ –23.20° – 152.69 × 10–6 ∠ –160°|2

8 089 607.17 × 10–12

= ————————————————————
|265 × 10–6 ∠ –46.46° – 152.69 × 10–6 ∠ –160°|2

8 089 607.17 × 10–12

= ————————————————————————————
|182.55 × 10–6 – j192.10 × 10–6 – (–143.48 × 10–6 – j52.22 × 10–6)|2

8 089 607.17 × 10–12

= ————————————
|326.03 – j139.88|2 × 10–12

8 089 607.17
= ————————— = 64.28 or 18.08 dB

|354.74 ∠ –23.22|2

The transistor gain calculated in Example 6.18 is approximately 6 dB less than the MAG
that was calculated in Example 6.17. In this particular case, the reverse-transfer admittance
(yr) of the transistor has taken an appreciable toll on gain. It is best to calculate GT imme-
diately after the transistor’s load and source admittances are determined to see if the gain
is sufficient for your purpose.

If you cannot tolerate the lower gain, the alternatives are:

• increase the operating current to increase gm and hopefully achieve more gain;
• unilaterise or neutralise the transistor to increase gain (this is explained shortly);
• find a transistor with a higher fT, to reduce the effect of yr.

If you carry out one or more of the items above, you will have to go through all the calcu-
lations in Examples 6.17 and 6.18 again.
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6.5.5 Designing amplifiers with conditionally stable transistors
If the Linvill stability factor (C) calculated with Equation 6.22 is greater than 1, the tran-
sistor chosen is potentially unstable and may oscillate under certain conditions of source
and load impedance. If this is the case, there are several options available that will enable
use of the transistor in a stable amplifier configuration:

• select a new bias point for the transistor; this will alter gi and go;
• unilaterise or neutralise the transistor; this is explained shortly;
• mismatch the input and output impedance of the transistor to reduce stage gain.

Alternative bias point
The simplest solution is probably a new bias point, as any change in a transistor’s biasing
point will affect its r.f. parameters. If this approach is taken, it is absolutely critical that the
bias point be temperature-stable over the operational temperature range especially if C is
close to unity.

Unilaterisation and neutralisation
Unilaterisation consists of providing an external feedback circuit (Cn and Rn in Figure
6.36) from the output to the input. The external current is designed to be equal but oppo-
site to the internal yr current so that the net current feedback is zero. Stated mathematically,
I(RnCn) = –I(yr)

and the effective composite reverse-transfer admittance is zero. With this

condition, the device is unconditionally stable. This can be verified by substituting yr = 0
in Equation 6.22. The Linvill stability factor in this case becomes zero, indicating uncon-
ditional stability.

One method of applying unilaterisation is shown in Figure 6.36(a). The principle of
operation is explained in Figure 6.36(b). Referring to the latter figure, Vt is the total volt-
age across the tuned circuit, n1 and n2 form the arms of one side of the bridge while Cn and
Rn (external components) and the yr components (Rr and Cr) form the other arm of the
bridge. Cn and Rn are adjusted until the bridge is balanced for zero feedback, i.e. VBE = 0.
It follows that at balance
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n2                Zr
VEC = ———— Vt = ——— Vt

n1 + n2 Zr + Zn

and after cross-multiplication

n1
Zn = Zr —— (6.30)

n2

Often when yr is a complex admittance consisting of gr ± jbr, it becomes very difficult to
provide the correct external reverse admittance needed to totally eliminate the effect of yr.
In such cases neutralisation is often used. Neutralisation is similar to unilaterisation
except that only the imaginary component of yr is counteracted. An external feedback path
is constructed as before, from output to input such that Bf = br (n1/n2). Thus, the compos-
ite reverse-transfer susceptance is effectively zero. Neutralisation is very helpful in stabil-
ising amplifiers because in most transistors, gr is negligible when compared to br. The
effective cancellation of br very nearly cancels out yr. In practical cases, you will find that
neutralization is used instead of unilaterisation. However, be warned: the addition of exter-
nal components increases the costs and the complexity of a circuit. Also, most neutralisa-
tion circuits tend to neutralise the amplifier at the operating frequency only and may cause
problems (instability) at other frequencies.

Summing up, unilaterisation/neutralisation is an effective way of minimising the effects
of yr and increasing amplifier gain, but it costs more and is inherently a narrow-band
compensation method.

Mismatching techniques
A more economical method stabilising an amplifier is to use selective mismatching.
Another look at the Stern stability factor (K) in Equation 6.23 will reveal how this can be
done. If Gs and GL are made large enough to increase the numerator sufficiently, it is pos-
sible to make K greater than 1, and the amplifier will then become stable for those termi-
nations. This suggests selectively mismatching the transistor to achieve stability. The price
you pay is that the gain of the amplifier will be less than that which would have been pos-
sible with a simultaneous conjugate match.

Procedure for amplifier design using conditionally stable 
transistors
The procedure for a design using conditionally-stable devices is as follows.

1 Choose Gs based on some other criteria such as convenience of input-network, Q factor.
Alternatively, from the transistor’s data sheet, choose Gs to be that value which gives
you transistor operation with minimal noise figure.

2 Select a value of K that will assure a stable amplifier (K > 1).
3 Substitute the above values for K and Gs into Equation 6.2. and solve for GL.
4 Now that Gs and GL are known, all that remains is to find Bs and BL. Choose a value of

BL equal to –bo of the transistor. The corresponding YL which results will then be very
close to the true YL that is theoretically needed to complete the design.

5 Next calculate the transistor input admittance (Yin) using the load chosen in step 4 and
Equation 6.19:
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y12 y21
yin = y11 – ————

y22 + YL

where YL = GL ± jBL (found in steps 3 and 4).
6 Once Yin is known, set bs equal to the negative of the imaginary part of Yin or Bs = –Bin.
7 Calculate the gain of the stage using Equation 6.29.

From this point forward, it is only necessary to produce input and output admittance
networks that will present the calculated Ys and YL to the transistor. Example 6.19 shows
how the procedure outlined above can be carried out.

Example 6.19
A transistor has the following y-parameters at 200 MHz:

yi = 2.25 + j7.2      yr = 0.70 /–85.9°
yf = 44.72 /–26.6° yo = 0.4 + j1.9

All of the above parameters are in mS. Find the source and load admittances that will
assure you of a stable design. Find the gain of the amplifier.

Given: yi = 2.25 + j7.2             yr = 0.70 /–85.9°
yf = 44.72 /–26.6° yo = 0.4 + j1.9

Required: (a) Load admittance, (b) source admittance and (c) gain when the circuit is
designed for a Stern stability factor (K) of 3.

Solution. If you were to use Equation 6.22 to calculate the Linvill stability factor (C) for
the transistor, you will find C = 2.27. Therefore the device is potentially unstable and you
must exercise extreme caution in choosing source and load admittances for the transistor.

1 The data sheet for the transistor states that the source resistance for optimum noise
figure is 250 W. Choosing this value results in Gs = 1/Rs = 4 mS.

2 For an adequate safety margin choose a Stern stability factor of K = 3.
3 Substituting GS and K into Equation 6.23 and solving for GL yields

2(gi + GS)(go + GL)
K = —————————

|yf yr| + Re(yf yr)

Thus

(2)(2.25 + 4)(0.4 + GL)
3 = ———————————

|31.35| + Re(–12)

and

GL = 4.24 mS

4 Setting BL = –bo of the transistor

BL = –j1.9 mS

The load admittance is now defined as

YL = (4.24 – j1.9) mS
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5 The input admittance of the transistor is calculated using Equation 6.19:

y12 y21
yin = y11 – ————

y22 + YL

(0.701 ∠ –85.9°)(44.72 ∠ –26.6°)
= 2.25 + j7.2 – ——————————————

0.4 + j1.9 + 4.24 – j1.9

= (4.84 + j13.44) mS

6 Setting Bs equal to the negative of the imaginary part of Yin, yields

Bs = –j13.44 mS

The source admittance needed for the design is now defined as:

Ys = (4 – j13.44) mS

7 Now that Ys and YL are known, we can use Equation 6.29 to calculate the gain of the
amplifier:

4GsGL|yf|
2

GT = ———————————
|(yi + Ys)(yo + YL) – yf yr|

2

4(4)(4.24)|44.72|2
= ————————————————

|(6.25 – j6.24)(4.64) – (–12 – j28.96)|2

135 671.7
= —————= 80.71 or 19.1 dB

1681

Therefore even though the transistor is not conjugately matched, you can still realise a
respectable amount of gain while maintaining a stable amplifier.

After you have satisfied yourself with the design, you need to design networks which
will give the transistor its required source and load impedances and, within reason, also its
operating bandwidth. This can be done by using the filter and matching techniques
described in Part 5 and/or by using Smith chart and transmission line techniques explained
in Part 3. Smith chart and transmission line techniques will be expanded in the microwave
amplifiers which will be designed in Part 7.

6.6 Transistor operating configurations

6.6.1 Introduction
Sometimes you will find that you want one set of y-parameters (e.g. common base para-
meters) while the manufacturer has only supplied y-parameters for the common emitter
configuration. What do you do? Well, you simply use the indefinite admittance matrix
to convert from one set of parameters to another.
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6.6.2 The indefinite admittance matrix
Admittance parameters provide an easy way of changing the operating configuration of a
transistor. For example, if y-parameters for the common emitter configuration are known,
it is easy to derive the parameters for common base and common collector configurations.
These derivations are carried out using the indefinite admittance matrix method. The use
of this matrix is best shown by example but to avoid confusion in the discussions which
follow, it is best to first clarify the meaning of the suffixes attached to y-parameters.

Each y-parameter is associated with two sets of suffixes. The first set, yi, yr, yf and yo,
refer to y11, y12, y21, y22 respectively. (The symbols i, r, f, and o stand for input, reverse
transconductance, forward transconductance and output respectively.) The second set, e, b,
c, refer to the emitter, base or collector configuration respectively. For example, yie refers
to y11 in the common emitter mode, yrb refers to y12 in the common base mode, yfc refers
to y21 in the common collector mode and so on.

An admittance matrix for a transistor is made as follows.

1 Construct Table 6.2.
2. Insert the appropriate set of y-parameters into the correct places in the table. If the

common emitter parameters for a transistor are:

yie = (13.75 + j13.95) × 10–3 S yre = (–0.15 – j1.15) × 10–3 S
yfe = (1.09 – j17.51) × 10–3 S yoe = (0.30 + j1.57) × 10–3 S

This set should be inserted as shown in Table 6.3.

Note: No entries are made in the emitter row and column. Similarly, if a set of common
base parameters is used instead, no entries will be made in the base row and column.
The same applies for a set of common collector parameters; no entries are made in the
collector row and column.

3. Sum real and imaginary parts of all rows and columns to zero. See Table 6.4.
4. Extract the required set of parameters.
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Table 6.2 Blank indefinite admittance matrix

Base Emitter Collector

Base
Emitter
Collector

Table 6.3 Indefinite admittance matrix with common emitter entries

Base Emitter Collector

Base (13.75 + j13.95)10–3 S (–0.15 – j1.15)10–3 S
Emitter
Collector (1.09 – j1.75)10–3 S (0.30 + j1.57)10–3 S

Table 6.4 Indefinite admittance matrix with rows and columns summed to zero

Base Emitter Collector

Base (13.75 + j13.95)10–3 S (–13.60 – j12.80)10–3 S (–0.15 – j1.15)10–3 S
Emitter (–14.84 – j12.20)10–3 S (14.99 + j12.62)10–3 S (–0.15 – j0.42)10–3 S
Collector (1.09 – j1.75)10–3 S (–1.39 + j0.18)10–3 S (0.30 + j1.57)10–3 S
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To obtain the y-parameters for the common base configuration, ignore all data in the base
row and base column but extract the remaining four parameters. These are:

yib = (14.99 + j12.62) × 10–3 S yrb = (–0.15 – j0.42) × 10–3 S
yfb = (–1.39 + j0.18) × 10–3 S yob = (0.30 + j1.57) × 10–3 S

To obtain the y-parameters for the common collector configuration, ignore all data in
the collector row and collector column but extract the remaining four parameters. These
are:

yic = (13.75 + j13.95) × 10–3 S yrc = (–13.60 – j12.80) × 10–3 S
yfc = (–14.84 – j12.20) × 10–3 S yoc = (14.99 + j12.62) × 10–3 S

This information can now be applied to the general Equations 6.18 to 6.21 and subsequent
equations.

The information given above has been shown for a bi-polar transistor but the method is
general and applies to other transistor types as well. For FETS, replace the words base,
emitter and collector in Tables 6.2 to 6.4 by gate, source and drain respectively.

Example 6.20
A transistor operating with the d.c. conditions of VCE = 5 V, IC = 2 mA and at a frequency
of 500 MHz is stated by the manufacturer to have the following y-parameters in the
common emitter mode.

y11 = (16 + j12) mS y12 = 1.55 mS ∠ 258°
y21 = 45 mS ∠ 285° y22 = (0.19 + j6) mS

Calculate its equivalent y-parameters for the base configuration when the transistor is oper-
ating with the same d.c. operating conditions and at the same frequency.

Solution. We will use the indefinite admittance matrix but, before doing so, the parame-
ters y12 and y21 must be converted from its polar form:

y12 = 1.55 mS ∠ 258° = (–0.32 – j1.52) mS
y21 = 45 mS ∠ 285° = (11.65 – j43.47) mS

Fill in the indefinite admittance matrix and sum all rows and columns to zero results in
Table 6.5.

Extracting the common base parameters yields:

yib = (27.52 – j26.99) mS          yrb = (0.13 – j4.48) mS
yfb = (–11.84 + j37.47) mS yob = (0.19 + j6) mS
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Table 6.5

Base (mS) Emitter (mS) Collector (mS)

Base (16 + j12) (–15.68 – j10.48) (–0.32 – j1.52)
Emitter (–27.65 + 31.47) (27.52 – j26.99) (0.13 – j4.48)
Collector (11.65 – j43.47) (–11.84 + j37.47) (0.19 + j6)
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6.7 Summary

In Chapter 6, we have reviewed the operating principle of bi-polar transistors FETs and
MOSFETs. We have also reviewed some transistor biasing methods. A brief resumé of a.c.
equivalent circuits was introduced. Admittance parameters (y) were re-introduced, derived
and applied to the design of amplifiers. You were shown methods on how to design ampli-
fiers, conjugate matched amplifiers and amplifiers using conditionally-stable transistors.

Our software program, PUFF, has no facilities for employing y-parameters directly.
However, if you want, you can use Table 3.1 of Chapter 3 to convert all the y-parameters
(or at least the results) into s-parameters. You can then use the PUFF techniques of Chapter
7 for amplifier design. Details of this technique are explained in Examples 7.1 and 7.2
followed by its PUFF design results in Figure 7.4 in the next chapter.

Summary 319

Da Silva Part 6  15:2:2001 10:38 am  Page 319



7

Microwave amplifiers

7.1 Introduction

In Part 2, we introduced transmission lines. Part 3 was devoted to Smith charts and scat-
tering parameters while Part 4 covered the use of PUFF as a computing aid. In Part 5, we
discussed the behaviour of passive devices such as capacitors and inductors at radio
frequencies and investigated the use of these elements in the design of resonant tuned
circuits, filters, transformers and impedance matching networks. We showed how the
indefinite admittance matrix can be used to convert transistor parameters given in one
configuration to another configuration. In Chapter 6, we investigated biasing techniques,
the a.c. equivalent circuit of transistors, admittance parameters, and their use in high
frequency amplifier design. We will now combine all of this information and use it in the
design of microwave amplifiers.

7.1.1 Aim

The main aim of this chapter is to show how microwave amplifiers can be designed using
scattering parameters.

7.1.2 Objectives

After you have read this chapter, you should be able to:

• calculate transistor stability;
• calculate maximum available gain of an amplifying device;
• design amplifiers with conjugate matching impedances;
• design amplifiers using conditionally stable transistors;
• design amplifiers for a specific gain;
• understand and calculate stability circles;
• design amplifiers for optimum noise figure;
• understand broadband matching amplifier techniques;
• design broadband amplifiers;
• understand feedback amplifier techniques;
• design feedback amplifiers.

Da Silva Part 7  15:2:2001 10:24 am  Page 320



7.2 Transistors and s-parameters

7.2.1 Introduction
The purpose of this section is to show you how s-parameters can be used in the design of
transistor amplifiers. It has already been shown that transistors can be characterised by
their s-parameters. Smith charts have been introduced, therefore it is now time to apply
these parameters to produce practical design amplifiers.

7.2.2 Transistor stability
Before designing a circuit, it is important to check whether the active device which we will
use is (i) unconditionally stable or (ii) conditionally stable. This is necessary because
different conditions require the appropriate design method. It is possible to calculate
potential instabilities in transistors even before an amplifier is built. This calculation serves
as a useful aid in finding a suitable transistor for a particular application.

To calculate a transistor’s stability with s-parameters, we first calculate an intermediate
quantity Ds where

Ds = s11s22 – s12s21 (7.1)

We do this because in the expressions that follow, you will find that the quantity Ds is used
many times and we can save ourselves considerable work by doing this.

The Rollett stability factor (K) is calculated as:

1 + |Ds|
2 – |s11| 2 – |s22| 2

K = ——————————  (7.2)
(2)(|s21|) (|s12|)

If K is greater than 1, the transistor is unconditionally stable for any combination of
source and load impedance. If K is less than 1, the transistor is potentially unstable and
will most likely oscillate with certain combinations of source and load impedances. With
K less than 1, we must be extremely careful in choosing source and load impedances for
the transistor. It does not mean that the transistor cannot be used for a particular applica-
tion; it merely indicates that the transistor will have to be used with more care.

If K is less than 1, there are several approaches that we can take to complete the design:

• select another bias point for the transistor;
• choose a different transistor;
• design the amplifier heeding carefully detailed procedures that we will introduce shortly.

7.2.3 Maximum available gain
The maximum gain we can ever get from a transistor under conjugately matched condi-
tions is called the maximum available gain (MAG). Maximum available gain is calcu-
lated in two steps.

(1) Calculate an intermediate quantity called B1, where

B1 = 1 + |s11| 2 – |s22|2 – |Ds|
2 (7.3)

Ds is calculated from Equation 7.1.
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Note: The reason B1 has to be calculated first is because its polarity determines which sign
(+ or –) to use before the radical in Equation 7.4 which follows shortly.

(2) Calculate MAG using the result from Equation 7.2:

where

MAG = maximum available gain in dB
K = stability factor from Equation 7.2

Note: K must be greater than 1 (unconditionally stable) otherwise Equation 7.4 will be
undefined because the radical sign will become an imaginary number rendering the equa-
tion invalid. Thus, MAG is undefined for unstable transistors.

7.3 Design of amplifiers with conjugately matched impedances

This method of design is only applicable to transistors which are stable and give sufficient
gain for our design aims. For other conditions we will have to use other design methods.
This design procedure results in load and source reflection coefficients which provide a
conjugate match for the actual output and input impedances of the transistor. However,
remember that the actual output impedance of a transistor is dependent on its source
impedance and vice-versa. This dependency is caused by the reverse gain (s12) of the tran-
sistor. If s12 was zero, then of course the load and source impedances would have no effect
on the transistor’s input and output impedances.

7.3.1 Output reflection coefficient
To find the desired load reflection coefficient for a conjugate match

C2 = s22 – (Dss11*) (7.5)

where the asterisk indicates the complex conjugate of s11 (same magnitude but opposite
angle). The quantity Ds is the quantity calculated in Equation 7.1.

Next we calculate B2:

B2 = 1 + |s22| 2 – |s11| 2 – |Ds|
2 (7.6)

The magnitude of the reflection coefficient is found from the equation

The sign preceding the radical is opposite to the sign of B2 previously calculated in
Equation 7.6. The angle of the load reflection coefficient is simply the negative of the angle
of C2 calculated in Equation 7.5.
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MAG = + ± −10 10 121
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After the desired load reflection coefficient is found, we can either (a) plot GL on a
Smith chart to find the load impedance (Z) directly, or (b) substitute GL from the equation

ZL – Zo
GL = ———— (7.8)

ZL + Zo

You have encountered the above equation in Chapter 2 when we were looking at trans-
mission lines.

7.3.2 Input reflection coefficient
With the desired load reflection coefficient specified, the source reflection coefficient
needed to terminate the transistor’s input can now be calculated:

The asterisk sign again indicates the conjugate of the quantity in brackets (same magni-
tude but opposite sign for the angle). In other words, once we complete the calculation
within brackets of Equation 7.9, we will have the correct magnitude but the incorrect angle
sign and will have to change the sign of the angle.

As before when Gs is found, it can be plotted on a Smith chart or we can again use the
equation

Zo – Zs
Gs = – ———— (7.10)

Zo + Zs

All the foregoing is best clarified by an example.

Example 7.1
A transistor has the following s-parameters at 150 MHz with a Vce = 12 V and Ic = 8 mA:

s11 = 0.3 ∠ 160° s12 = 0.03 ∠ 62°
s21 = 6.1 ∠ 65° s22 = 0.40 ∠ –38°

The amplifier must operate between 50 W terminations. Design (a) input and (b) output
matching networks for simultaneously conjugate matching of the transistor for maximum
gain.

Given: ƒ = 150 MHz, Vce = 12 V, Ic = 8 mA, s11 = 0.3 ∠ 160°, s12 = 0.03 ∠ 62°, s21 = 6.1
∠ 65°, s22 = 0.40 ∠ –38°.
Required: Conjugate input and output matching networks for maximum gain to 50 W
source and load impedances.

Solution. Using Equations 7.1 and 7.2, check for stability:

Ds = s11s22 – s12s21
= (0.3 ∠ 160°)(0.4 ∠ – 38°) – (0.03 ∠ 62°)(6.1 ∠ 65°)
= (0.120 ∠ 122°) – (0.183 ∠ 127°)
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= (–0.064 + j0.102) – (–0.110 + j0.146)
= (0.046 – j0.044)
= (0.064 ∠ –43.73°)

Using the magnitude of Ds, calculate K:

1 + |Ds|
2 – |s11| 2 – |s22| 2

K = ——————————   
(2)(|s21|)(|s12|)

1 + (0.064)2 – (0.3)2 – (0.4)2

=  ————————————
2(6.1)(0.03)

=  2.06

Since K > 1, the transistor is unconditionally stable and we may proceed with the design.
Using Equation 7.3, calculate B1:

B1 = 1 + |s11|2 – |s22|2 – |Ds|
2

B1 = 1 + (0.3)2 – (0.4)2 – (0.064)2

= 0.926

Using Equation 7.4, calculate maximum available gain (MAG):

Since B1 is positive, the negative sign will be used in front of the square root sign and

We will consider 17.21 dB to be adequate for our design gain of 16 dB minimum. If the
design had called for a minimum gain greater than 16 dB, a different transistor would be
needed.

To find the load reflection coefficient for a conjugate match, the two intermediate quan-
tities (C2 and B2) must first be found. Using Equation 7.5:

C2 = s22 – (Dss11*)
= (0.4 ∠ –38°) – [(0.064 ∠ –43.73°) (0.3 ∠ –160°) ]
= 0.315 – j0.246 – [–0.018 + j0.008]
= (0.419 ∠ –37.33°)

Using Equation 7.6

B2 = 1 + |s22| 2 – |s11| 2 – |Ds|
2

= 1 + (0.4)2 – (0.3)2 – (0.064)2

= 1.066

Therefore the magnitude of the load reflection coefficient can now be found using
Equation 7.7:
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= 0.486

The angle of the load reflection coefficient is simply equal to the negative of the angle of
C2 or +37.33°. Thus

GL = 0.486 ∠ 37.33°

GL can now be substituted in Equation 7.9 to calculate Gs:

s12s21GL *
Gs = [s11 + ————]1 – s22 GL

(0.03 ∠ 62°)(6.1 ∠ 65°)(0.486 ∠ 37.33°) *
= [ 0.3 ∠ 160° + ————————————————— ]1 – (0.4 ∠ –38°)(0.486 ∠ 37.33°)

(0.089 ∠ 164.33°) *
= [(–0.282 + j0.103) + —————————](1 – 0.194 ∠ –0.670°)

(0.089 ∠ 164.33°) *
= [(–0.282 + j0.103) + ————————](0.806 ∠ 0.142°)

= [(–0.282 + j0.103) + (–0.160 + j0.030)]*
= [0.463 ∠ 163.29°]*
= 0.463 ∠ –163.29°

Once the desired Gs and GL are known, all that remains is to provide the transistor with
components which ‘look like’ Gs and GL.

(a) Input matching network. The input matching network design is shown on the Smith
chart of Figure 7.1. The object of the design is to force the 50 Ω source to present a reflec-
tion coefficient1 of 0.463 ∠ –163.29° to the transistor input. With Gs plotted as shown, the
corresponding desired and normalised impedance is read directly from the chart as Zs =
(0.36 – j0.12) Ω. Remember this is a normalised impedance because the chart has been
normalised to 50 Ω. The actual impedance represented by Gs is equal to 50(0.36 – j0.12)
Ω = (18.6 – j6) Ω.

Now we must transform the 50 Ω source to (18.6 – j6) Ω impedance. The most
common circuit used is a low pass filter configuration consisting of a shunt C and a series
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1 In all examples containing reflection coefficients and Smith charts, the reflection coefficients are plotted on
the Smith chart and the resultant values are read from it. Theoretically, the Smith chart should give you an exact
answer. In practice, reading difficulties and interpolations must be made, so expect slightly different answers if
you are using mathematics to derive these values. Strictly speaking, this is not a problem because transistor char-
acteristics change, even when the same type number is used. Hence perfect match with one transistor does not
mean perfect match with another transistor. The most difficult part of amplifier design is choosing loads that will
produce the same circuit characteristics in spite of transistor changes.
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L. Remember that when using a Smith chart with shunt elements, you use it as an admit-
tance chart, and when using the chart for series elements, you use it as an impedance chart.
For ease of transformation, we use the Smith chart type ZY-10-N which was introduced in
Chapter 3. Proceeding from the source, we have:

Arc AB = shunt C = j1.33 S
Arc BC = series L = j0.34 Ω

If you have difficulty following the above construction, look first at Figure 7.3 where you
will see the schematic of the amplifier. It starts off with a 50 Ω source (point A on Figure
7.1). Across this point, we have a shunt capacitor; therefore we must use the admittance
part of the chart. This shunt capacitance moves us to point B in Figure 7.1, i.e. along arc
AB. The next element in Figure 7.1 is a series inductor. We must therefore use the imped-
ance part of the Smith chart in Figure 7.1. Our final destination is the required source

326 Microwave amplifiers

Fig. 7.1 Input matching network A = 1 + j0, B = 0.43 – j0.5, C = 0.43 – j0.14
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impedance for transistor (point C in Figure 7.1) – hence the arc BC. The Smith chart values
are read according to the part of the chart being used; admittance values for the shunt
components and impedance values for the series components.

The actual component values are found using Equations 7.11 to 7.14 which are:

1
Cseries = ——— (7.11)

ωXN

B
Cshunt = —— (7.12)

ωN

XN
Lseries = —— (7.13)

ω

and

N
Lshunt = —— (7.14)

ωB

where

N = normalisation value
B = susceptance in Siemens
X = reactance in ohms
w = frequency in radians/second

For this example

1.33
C1 = ———————— = 28.22 pF ≈ 28 pF

2p(150 MHz)(50)

and

(0.34)(50)
L1 = —————— = 18.04 nH ≈ 18 nH

2p(150 MHz)

This completes the input matching network.

(b) Output matching network. The load reflection coefficient is plotted in Figure 7.2
and after plotting in GL = 0.486 ∠ 37.33° the Smith chart shows a normalised load imped-
ance of (1.649 + j1.272) Ω. After re-normalisation, it represents a load impedance ZL =
50 (1.649 + j1.272) Ω or (82.430 + j63.611) Ω. The matching network is designed as
follows. Proceeding from the load:

Arc AB = series C = –j1.1 Ω
Arc BC = shunt L = –j0.8 S

If you have difficulty with the Smith chart, look at the schematic on Figure 7.3. The
final load is 50 Ω (point A in Figure 7.2). The transistor load is point C in Figure 7.2.
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Starting from the 50 Ω point (point A in Figure 7.2), you encounter a series capacitor.
Therefore the series part of the chart must be used. This takes you to point B on the
chart, along arc AB. Next you have a shunt inductor (see Figure 7.3); therefore you
must use the admittance part of the chart to get to your destination (point C), that is
along arc BC in Figure 7.2. The Smith chart values are read according to the part of the
chart being used; admittance values for the shunt components and impedance values for
the series components.

The actual component values are found using Equations 7.11 and 7.14 which are for
this example:

1
C2 = ——————————— = 19.29 pF ≈ 19 pF

2 p(150 MHz)(1.1)(50)

and
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Fig. 7.2 Output matching network A = 1 + j0, B = 1 –j1.28, C = 0.486 ∠ 37.33° or 1.65 + j1.272
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50
L2 = ———————— = 66.31 nH ≈ 66 nH

2 p(150 MHz)(0.8)

The completed design (minus biasing network) is shown in Figure 7.3.

Transducer gain (GT)
The transducer gain is the actual gain of an amplifier stage including the effects of input
and output matching and device gain. It does not include losses attributed to power dissi-
pation in imperfect components. Transducer gain is calculated as follows:

|s21|2(1 – |Gs|
2)(1 – |GL|2)

GT = ———————————————— (7.15)
|(1 – s11Gs)(1 – s22GL) – s12s21GLGs|

2

where 

Gs and GL are the source and load reflection coefficients respectively

Calculation of GT is a useful method of checking the power gain of an amplifier before it
is built. This is shown by Example 7.2.

Example 7.2
Calculate the transducer gain of the amplifier that was designed in Example 7.1.

Given: As in Example 7.1.
Required: Transducer gain.

Solution. Using Equation 7.15

|s21|2(1 – |Gs|
2)(1 – |GL|2)

GT = ———————————————
|(1 – s11Gs)(1 – s22GL) – s12s21GLGs|

2

(6.1)2(1 – (0.463)2)(1 – (0.486)2)
= ———————————————————————————————————————————

|(1 – 0.139 ∠ 3.3°)(1 – 0.194 ∠ 01.7°) – (0.03 ∠ 62°)(6.1 ∠ 65°)(0.486 ∠ 37.33°)(0.463 ∠ –163.29°)|2

22.329                                 22.329
≈ ——————————— = ————————————

|0.694 – (0.041 ∠ 1.04°)|2 |0.694 – (0.041 + j0.001)|2
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Fig. 7.3 R.F. circuit for Example 7.1
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22.329
= ———

0.6532

= 52.365 or 17.19 dB

Note: The transducer gain calculates to be very close to MAG. This is due to the fact that
s12 is not equal to zero and is therefore providing some internal transistor feedback.

PUFF results
The results of Examples 7.1 and 7.2 using PUFF are shown in Figure 7.4. However, you
should be aware of how PUFF was modified for the results.

• The amplitude range and the frequency range in the rectangular plot had to be modified
as explained in Chapter 4 to obtain the required amplitude and frequency ranges.

• There is no transistor device in PUFF that meets the requirements of the transistor in the
examples. A new transistor template called ‘ed701’ was generated by copying the
FHX04.device template and modifying it to suit the requirements of the example.

• A resistor of 1 pΩ was generated within PUFF to provide a spacer for ease in laying out
the circuit.

• The input matching circuit of Figure 7.1 was plotted at port 1. At the match frequency,
the input match reflection coefficient is shown as –35.39 dB in Figure 7.4.

• The output matching circuit of Figure 7.2 was plotted at port 2. At the match frequency,
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Fig. 7.4 Results of Examples 7.1 and 7.2 using PUFF
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the output match reflection coefficient is shown as –21.21 dB in Figure 7.4.
• The gain of the circuit is given by PUFF as 17.13 dB. We calculated the gain as 17.19 dB. 

Note: There is a very slight discrepancy between the results but this is to be expected
because the examples were carried out graphically. Nonetheless, this should convince you
that our design methods are reliable!

Example 7.3
A MESFET has the following S-parameters at 5 GHz with Vce = 15 V and Ic = 10 mA:

s11 = 0.3 ∠ 140° s12 = 0.03 ∠ 65°
s21 = 2.1 ∠ 62° s22 = 0.40 ∠ –38°

Calculate the maximum available gain (MAG) for the transistor under these operating
conditions.

Given: ƒ = 5 GHz, Vce = 15 V, Ic = 10 mA, s11 = 0.3 ∠ 140°, s12 = 0.03 ∠ 65°, s21 = 2.1
∠ 62°, s22 = 0.40 ∠ –38°.
Required: MAG for the MESFET at 5 GHz.

Solution. Using Equations 7.1 and 7.2, check for stability:

Ds = s11s22 – s12s22
= (0.3 ∠ 140°)(0.4 ∠ –38°) – (0.03 ∠ 65°)(2.1 ∠ 62°)
= (0.120 ∠ 102°) – (0.063 ∠ 127°)
= (–0.025 + j0.117) – (–0.038 + j0.050)
= (0.013 + j0.067)
= (0.068 ∠ 79.06°)

Using the magnitude of Ds, calculate K:

1 + |Ds|
2 – |s11|2 – |s22|2

K = ——————————
(2)(|s21|) (|s12|)

1 + (0.068)2 – (0.3)2 – (0.4)2

= ————————————
2(2.1)(0.03)

= 5.99

Since K > 1, the transistor is unconditionally stable and we may proceed with the design.
Using Equation 7.3, calculate B1:

B1 = 1 + |s11|2 – |s22|2 – |Ds|
2

= 1 + (0.3)2 – (0.4)2 – (0.068)2

= 0.925

Using Equation 7.4, calculate maximum available gain (MAG):

Since B1 is positive, the negative sign will be used in front of the square root sign:

Design of amplifiers with conjugately matched impedances 331

MAG = + ± −10 10 121

12

2log log
s

s
K K

Da Silva Part 7  15:2:2001 10:24 am  Page 331



If you wish, check the answer by using PUFF.

Example 7.4
An integrated circuit has the following S-parameters:

s11 = 0.3 ∠ 140° s12 = 0.03 ∠ 65°
s21 = 2.1 ∠ 62° s22 = 0.40 ∠ –38°

If its source reflection coefficient Gs = 0.463 ∠ –164° and its load reflection coefficient GL
= 0.486 ∠ 38°, calculate the transducer gain of the amplifier.

Given: Gs = 0.463 ∠ –140° GL = 0.486 ∠ 38°
s11 = 0.3 ∠ 140° s12 = 0.03 ∠ 65°
s21 = 2.1 ∠ 62° s22 = 0.40 ∠ –38°

Required: Amplifier transducer gain.

Solution. Using Equation 7.15

|s21|2(1 – |Gs|
2)(1 – |GL|2)

GT = ———————————————
|(1 – s11Gs)(1 – s22GL) – s12s21GLGs|

2

(2.1)2(1 – (0.463)2)(1 – (0.486)2)
= —————————————————————————————————

|(1 – 0.139)(1 – 0.194) – (0.03 ∠ 65°)(2.1 ∠ 62°)(0.486 ∠ 38°)(0.463 ∠ –140°)|2

2.646                                   2.646  
= ——————————— = ———————————

|0.694 – (0.014 ∠ 25°)|2         |0.694 – (0.014 – j0.002)|2

2.646
= ———

0.682

= 5.708 or 7.6 dB

If you wish, check the answer by using PUFF.

7.4 Design of amplifiers for a specific gain

In cases where a specific gain is required, it is normal practice to provide selective
mismatching so that transistor gain can be reduced to the desired gain. Selective
mismatching is a relatively inexpensive method used to decrease gain by not matching a
transistor to its conjugate load.

One of the easiest ways of selective mismatching is through the use of a constant gain
circle plotted on the Smith chart. A constant gain circle is merely a circle, the circumfer-
ence of which represents a locus of points (load impedances) that will force the amplifier
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gain to a specific value. For instance, any of the infinite number of impedances located on
the circumference of a 12 dB constant gain circle would force the amplifier stage gain to
12 dB. Once the circle is drawn on a Smith chart, you can see the load impedances that
will provide a desired gain.

7.4.1 Constant gain circles
To plot a constant gain circle on a Smith chart, it is necessary to know (i) where the centre
of the circle is located and (ii) its radius. The procedure for calculating a constant gain
circle is as follows.

1 Calculate Ds as in Equation 7.1.
2 Calculate D2:

D2 = |s22|2 – |Ds|
2 (7.16)

3 Calculate C2:

C2 = s22 – Dss11* (7.17)

4 Calculate G:

|desired gain|
G = —————— (7.18)

|s21|2

5 Calculate centre location of constant gain circle:

6 Calculate radius of the circle:

Equation 7.19 produces a complex number in magnitude–angle format similar to that of a

reflection coefficient. This number is plotted on the Smith chart exactly as you would plot
a value of reflection coefficient.

The radius of the circle that is calculated with Equation 7.20 is simply a fractional
number between 0 and 1 which represents the size of that circle in relation to a Smith chart.
A circle with a radius of 1 has the same radius as a Smith chart; a radius of 0.5 represents
half the radius of a Smith chart and so on.

After the load reflection coefficient (in effect the load impedance) is chosen by the
designer, the next step will be to determine the source reflection coefficient that is required
to prevent any further decrease in gain. This value is of course the conjugate of the actual
input reflection coefficient of the transistor with the specified load calculated by Equation
7.9. To clarify the procedure, we now present Example 7.5.
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Example 7.5
A transistor has the following S-parameters at 1 GHz, with Vce = 15 V and Ic = 5 mA:

s11 = 0.28 ∠ –58° s12 = 0.08 ∠ 92°
s21 = 2.1 ∠ 65° s22 = 0.8 ∠ –30°

Design an amplifier to present 9 dB of gain at 1 GHz. The source impedance Zs = (35 –
j60) Ω and the load impedance ZL = (50 – j50) W. The transistor is unconditionally stable
with K = 1.168. Design the output and input networks.

Given: ƒ = 1 GHz    Vce = 15 V    Ic = 5 mA    s11 = 0.28 ∠ –58°
s12 = 0.08 ∠ 92° s21 = 2.1 ∠ 65° s22 = 0.8 ∠ –30°
Zs = (35 – j60) Ω ZL = (50 – j50)    K = 1.168

Required: 9 dB amplifier, output network, input network.

Solution. Using Equation 7.1, find Ds for substitution in Equations 7.16 and 7.17:

Ds = s11s22 – s12s21

= (0.28 ∠ –58°)(0.8 ∠ –30°) – (0.08 ∠ 92°)(2.1 ∠ 65°)
= (0.224 ∠ –88°) – (0.168 ∠ 157°)
= 0.008 – j0.224 + 0.155 – j0.066
= 0.333 ∠ –60.66°

Using Equation 7.16, find D2 for subsequent insertion in Equation 7.19:

D2 = |s22|2 – |Ds|
2

= (0.8)2 – (0.333)2

= 0.529

Using Equation 7.17, find C2 for subsequent insertion in Equation 7.19:

C2 = s22 – Dss11*
= (0.8 ∠ –30°) – (0.333 ∠ –60.66°)(0.28 ∠ 58°)
= (0.693 – j0.400) – (0.093 – j0.004)
= (0.719 ∠ –33.42°)

Bearing in mind that a power ratio of 9 dB is a power ratio of 7.94, use Equation 7.18 to
find G for subsequent insertion in Equation 7.19:

|desired gain|      7.94
G = —————— = ——— = 1.80

|s21|2                (2.1)2

Using Equation 7.19, find the centre of the constant gain circle:

GC2*         1.80 (0.719 ∠ 33.42°)
ro = ———— = —————————— = 0.663 ∠ 33.42°

1 + D2G 1 + (0.529)(1.80)

Using Equation 7.20, find the radius for the 9 dB constant gain circle:
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The Smith chart construction is shown in Figure 7.5. Note that any load impedance located
on the circumference of the circle will produce an amplifier gain of 9 dB if the input
impedance of the transistor is conjugately matched. The actual load impedance we have to

Design of amplifiers for a specific gain 335
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work with is (50 – j50) which in its normalised form is (1 – j1) Ω on the Smith chart and
denoted by point A.

Output network. The transistor’s output network must transform the actual load imped-
ance into a value that falls on the constant gain 9 dB circle. Obviously there are many
circuit configurations which will satisfy these conditions. The configuration shown in
Figure 7.5 has been chosen for convenience. Proceeding from the load:

Arc AB = series C = –j2.0 Ω
Arc BC = shunt L = –j0.41 S

Using Equation 7.11 for a series C:

1
C1 = ———————— ≈ 1.6 pF

2p(1 GHz)(2)(50)

Using Equation 7.14 for a shunt L:

50
L1 = ———————— ≈ 19.4 nH

2p(1 GHz)(0.41)

Input network. For a conjugate match at the input to the transistor with GL = 0.82 ∠ 13°
(point C in Figure 7.5), the desired source reflection coefficient must be (using Equation
7.9):

s12s21 GL    *
Gs = [(s11 + ————]1 – s22 GL 

(0.08 ∠ 92°)(2.1 ∠ 65°)(0.82 ∠ 13°)    *
= [0.28 ∠ –58° + ——————————————— ]1 – (0.8 ∠ –30°)(0.82 ∠ 13°)

(0.138 ∠ 170.00°)    *
= [0.28 ∠ –58° + ————————]1 – (0.656 ∠ –17°)

(0.138 ∠ 170.00°)   *
= [0.148 – j0.237 + ————————](0.420 ∠ 27.24°)

= [0.148 – j0.237 + (–0.262 + j0.199]*

= [0.120 ∠ –161.56°]*

= 0.120 ∠ 161.56°

The point is plotted as point D in Figure 7.6. The actual normalised source impedance is
plotted at point A (0.7 – j1.2) Ω. The input network must transform the actual impedance
at point A to the desired impedance at point D. We have used a three element matching
network this time:
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Arc AB = shunt C2 = j0.63 S
Arc BC = series L2 = j1.08 Ω
Arc CD = shunt C3 = j2.15 S

Using Equation 7.12 for a shunt capacitance:

(0.63)
C2 = ——————— ≈ 2 pF

2p(1 GHz)(50)

Using Equation 7.13 for a series inductance:

(1.08)(50)
L2 = ————— ≈ 8.5 nH

2p(1 GHz)
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Fig. 7.6 Input network of Example 7.5 A = 0.7 – j1.2, B = 0.37 + j1.25, C = 0.2 + j0.33, D = 1.25 – j0.1
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Using Equation 7.12 for a shunt capacitance:

(2.15)
C3 = —————— ≈ 6.8 pF

2p(1 GHz)(50)

The completed design (minus biasing network) is shown in Figure 7.7.

Example 7.6
Use the information of Example 7.5 to calculate a constant gain circle of 8 dB.

Given: ƒ = 1 GHz    Vce = 15 V    Ic = 5 mA    s11 = 0.28 ∠ –58°
s12 = 0.08 ∠ 92° s21 = 2.1 ∠ 65° s22 = 0.8 ∠ –30°
Ds = 0.333 ∠ –60.66° D2 = 0.529° C2 = 0.719 ∠ –33.42°
K = 1.168

Required: A constant gain circle of 8 dB.

Solution. Bearing in mind that a power ratio of 8 dB is a power ratio of 6.31, use equa-
tion 7.18 to find G for subsequent insertion in Equation 7.19:

|desired gain|       6.31
G = —————— = ———= 1.43

|s21|2                 (2.1)2

Using Equation 7.19, find the centre of the constant gain circle:

GC2*       1.43(0.719 ∠ 33.42°)
ro = ———— = ————————— = 0.585 ∠ 33.42°

1 + D2G 1 + (0.529)(1.43)

Using Equation 7.20, find the radius for the 9 dB constant gain circle:
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7.4.2 Design of amplifiers with conditionally stable devices
When the Rollett stability factor (K) calculates to be less than unity, it is a certainty that
with some combinations of source and load impedances, the transistor will oscillate. To
prevent oscillation the source and load impedances must be chosen very carefully. One of
the best methods of determining those source and load impedances that will cause the tran-
sistor to go unstable is to plot stability circles on a Smith chart.

7.4.3 Stability circles
A stability circle is simply a circle on a Smith chart which represents the boundary
between those values of source or load impedance that cause instability and those that do
not. The circumference of the circle represents the locus of points which forces K = 1.
Either the inside or the outside of the circle may represent the unstable region and that
determination must be made after the circles are drawn.

The location and radii of the input and output stability circles are found as follows.

1 Calculate Ds using Equation 7.1.
2 Calculate C1:

C1 = s11 – Dss22* (7.21)

3 Calculate C2 using Equation 7.5.
4 Calculate the centre location of the input stability circle:

C1*
Gs1 = —————— (7.22)

|s11|2 – |Ds|
2

5 Calculate the radius of the input stability circle:

s12s21
ps1 = | ——————| (7.23)

|s11|2 – |Ds|
2

6 Calculate the centre location of the output stability circle:

C2*
Gs2 = —————— (7.24)

|s22|2 – |Ds|
2

7 Calculate the radius of the output stability circle:

s11s21
ps2 = | ——————| (7.25)

|s22|2 – |Ds|
2
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Once the calculations are made, circles can be plotted directly on the Smith chart. For a
potentially unstable transistor, the stability circles might resemble those shown in Figure
7.8.

After the stability circles are plotted on the chart, the next step is to determine which
side of the stability circles (inside or outside) represents the stable region. This is easily
done if s11 and s22 for the transistor are less than 1. If the stability circles do not enclose
the centre of the Smith chart, then regions inside the stability circles are unstable and all
regions outside the stability circles on the Smith chart are stable regions. See Figure 7.8.
If one of the stability circles encloses the centre of the Smith chart, then the region inside
that stability circle is stable. This is because the S-parameters were measured with a 50 Ω
source and load, and since the transistor remained stable (s11 and s22 < |1|) under these
conditions, then the centre of the Smith chart must be part of the stable regions. Example
7.7 will help to clarify this.

Example 7.7
The S-parameters for a transistor at 200 MHz with Vce = 6 V and Ic = 5 mA are:

s11 = 0.4 ∠ 280° s12 = 0.048 ∠ 65°
s21 = 5.4 ∠ 103° s22 = 0.78 ∠ 345°

Design and choose stable load and source reflection coefficients that will provide a power
gain of 12 dB at 200 MHz.

Given: ƒ = 200 MHz Vce = 6 V Ic = 5 mA
s11 = 0.4 ∠ 280° s12 = 0.048 ∠ 65°
s21 = 5.4 ∠ 103° s22 = 0.78 ∠ 345°

Required: Stable load reflection coefficient, stable source reflection coefficient, and
power gain of 12 dB at 200 MHz.
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Solution

1 Using Equation 7.1, find Ds:

Ds = s11s22 – s12s21
= (0.4 ∠ 280°)(0.78 ∠ 345°) – (0.048 ∠ 65°)(5.4 ∠ 103°)
= (–0.027 – j0.311) – (–0.254 + j0.054)
= (0.429 ∠ –58.2°)

2 Using Equation 7.2, calculate Rollett’s stability factor (K):

1 + |Ds|
2 – |s11|2 – |s22|2

K = ——————————
(2)(|s21|) (|s12|)

1 + (0.429)2 – (0.4)2 – (0.78)2

= —————————————
(2)(5.4)(0.048)

= 0.802

Since K < 1, we must exercise extreme care in choosing source and load impedances
otherwise the transistor will oscillate so stability circles must be plotted.

3 Using Equation 7.21, calculate C1:

C1 = s11 – Dss22*
= (0.4 ∠ 280°) – (0.429 ∠ –58.2°)(0.78 ∠ –345°)
= (0.069 – j0.394) – (0.244 – j0.229)
= (0.241 ∠ –136.7°)

4 Using Equation 7.5, calculate C2:

C2 = s22 – (Dss11*)
= (0.78 ∠ 345°) – (0.429 ∠ –58.18°)(0.4 ∠ –280°)
= (0.753 – j0.202) – (0.159 + j0.064)
= 0.651 ∠ –24.1°

5 Using Equation 7.22, calculate the centre location of the input stability circle:

C1*
Gs1 = ——————

|s11|2 – |Ds|
2

(0.241 ∠ 136.7°)
= ————————

(0.4)2 – (0.429)2

= –10 ∠ 136.7° or 10 ∠ –43.4°

6 Using Equation 7.23, calculate the radius of the input stability circle:

s12s21
ps1 = | ——————||s11|2 – |Ds|

2
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(0.048 ∠ 65°)(5.4 ∠ 103°)
= | ————————————|(0.4)2 – (0.429)2

= 10.78

7 Using Equation 7.24, calculate the centre location of the output stability circle:

C2*
Gs2 = —————

|s22|2 – |Ds|
2

(0.651 ∠ 24.1°)
= ————————

(0.78)2 – (0.429)2

= 1.534 ∠ 24.1°

8 Using Equation 7.25, calculate the radius of the output stability circle:

s12s21
ps2 = | ——————||s22|2 – |Ds|

2

(0.048 ∠ 65°)(5.4 ∠ 103°)
= | ——————————— |(0.78)2 – (0.429)2

= 0.611

These circles are shown in Figure 7.9. Note that the input stability circle is so large that
it is actually drawn as a straight line on the Smith chart. Since s11 and s22 are both < 1, we
can deduce that the inside of the input stability circle represents the region of stable source
impedances, while the outside of the output stability circle represents the region of stable
load impedances for the device.

The 12 dB gain circle is also shown plotted in Figure 7.9. It is found using Equations
7.1 and 7.16 to 7.20 in a manner similar to that given in Example 7.7. The centre location
for the 12 dB gain circle is GO = 0.287 ∠ 24°. The radius for the 12 dB gain circle is po =
0.724.

The only load impedances we may not select for the transistor are located inside of the
output stability circle. Any other load impedance located on the 12 dB gain circle will
provide the needed gain provided the input of the transistor is conjugately matched and as
long as the input impedance required for a conjugate match falls inside of the input stabil-
ity circle.

A convenient point on the 12 dB gain circle will be selected and for this example, we
choose

GL = 0.89 ∠ 70°

Using Equation 7.9 to calculate the source reflection coefficient for a conjugate match and
plotting this point on the Smith chart

Gs = 0.678 ∠ 79.4°
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Notice that Gs falls within the stable region of the input stability circle and therefore repre-
sents a stable termination for the transistor. The input and output matching networks are
then designed in the manner detailed in Example 7.5.

Example 7.8
In Example 7.7, the centre location for the 12 dB gain circle is given as ro = 0.287 ∠ 24°
and the radius for the 12 dB circle is given as po = 0.724. Show that these values are
correct.

Given: Values of Example 7.7.
Required: ro and po.

Solution. Bearing in mind that a power gain of 12 dB represents a power ratio of 15.85
and using Equation 7.18
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Fig. 7.9 Stability parameters A = 1 + j0, GL = 0.89 ∠ 70°, GS = 0.678 ∠ 79.4°, Go = 0.287 ∠ 24°
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gain desired    15.85
G = —————— = ———= 0.544

|s21|2                 5.42

Using Equation 7.16, find D2 for subsequent insertion in Equation 7.19:

D2 = |s22|2 – |Ds|
2

= |0.78|2 – |0.429|2

= 0.424

Using Equation 7.19, find the centre of the constant gain circle:

GC2*        0.544(0.651 ∠ 24.1°)
ro = ———— = —————————— = 0.288 ∠ 24.1°

1 + D2G 1 + (0.424)(0.544)

≈ 0.287 ∠ 24°

Using Equation 7.20, find the radius for the 12 dB constant gain circle:

Example 7.9
In Example 7.8, it is stated that Gs is 0.678 ∠ 79.4°. Show that this value is correct for a
GL of 0.89 ∠ 70°.

Given: Values of Example 7.8.
Required: Gs.

Solution. Using Equation 7.9

s12s21GL  *
Gs = [s11 + ————]1 – s22GL

(0.048 ∠ 65°)(5.4 ∠ 103°)(0.89 ∠ 70°)  *
= [0.4 ∠ 280° + ————————————————]1 – (0.78 ∠ 345°)(0.89 ∠ 70°)

(0.231 ∠ 238°)    *      
= [(0.069 – j0.394) + ———————](1 – 0.694 ∠ 55°)
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(0.231 ∠ 238°)   *
= [(0.069 – j0.394) + ———————](0.828 ∠ –43.36°)

= [(0.069 – j0.394) + (0.055 – j0.274)]*

= [0.679 ∠ –79.48°]*

≈ 0.678 ∠ 79.5°

7.5 Design of amplifiers for optimum noise figure

Many manufacturers specify optimum driving resistances and operating currents on their
data sheets for their transistors to operate with minimum noise figures.2 Designing ampli-
fiers for a minimum noise figure then becomes simply a matter of setting the optimum
conditions for a particular transistor. In practice, it means that the input network must be
made to transform the input source generator impedance (generally 50 Ω) to that of the
optimum driving resistance for the transistor to achieve its minimum noise operating
conditions.

After providing the transistor with its optimum source impedance, the next step is to
determine the optimum load reflection coefficient needed to properly terminate the tran-
sistor’s output. This is given by:

s12s21Gs     *
GL = [s22 + ————] (7.26)

1 – s11Gs

where

Gs is the source reflection coefficient for minimum noise figure

The rest of the design then follows the conventional design methods as you will see in
Example 7.10.

Example 7.10
The optimum source reflection coefficient (Gs) for a transistor under minimum noise
figure operating conditions is Gs = 0.68 ∠ 142°. Its s-parameters under the same condi-
tions are:

s11 = 0.35 ∠ 165° s12 = 0.035 ∠ 58°
s21 = 5.9 ∠ 66° s22 = 0.46 ∠ –31°

The d.c parameters for the transistor are Vce = 15 V, Ic = 4 mA, and the operating frequency
is 300 MHz. Design a low noise amplifier to operate between a 75 Ω source and a 100 Ω
load at 300 MHz. 
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2 All devices produce electrical noise. In a transistor, noise figure is defined as the ratio of (signal-to-noise
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(power ratio = 1) then the signal-to-noise ratio at both the output and input remains the same and we are said to
have a ‘noise free’ transistor. This does not happen in practice although at the time of writing noise figures of
0.5 dB are now being achieved.
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Given: s11 = 0.35 ∠ 165° s12 = 0.035 ∠ 58° s21 = 5.9 ∠ 66° s22 = 0.46 ∠ –31°
ƒ = 300 MHz Vce = 12 V Ic = 4 mA hFE gain = 100
Gs = 0.68 ∠ 142° RL = 100 Ω

Required: Low noise amplifier with Zs = 75 Ω, RL = 100 Ω.

Solution

1 Using Equation 7.1

Ds = s11s22 – s12s21
= (0.35 ∠ 165°)(0.46 ∠ –31°) – (0.035 ∠ 58°)(5.9 ∠ 66°)
= (–0.122 + j0.116) – (–0.115 + j0.171)
= (0.056 ∠ –86.25°)

2 Using Equation 7.2, calculate Rollett’s stability factor (K):

1 + |Ds|
2 – |s11|2 – |s22|2

K = ——————————
(2)(|s21|)(|s12|)

1 + (0.056)2 – (0.35)2 – (0.46)2

= —————————————
(2)(5.9)(0.035)

= 1.620

The Rollett stability factor (K) calculates to be 1.62 which indicates unconditional stabil-
ity. Therefore we may proceed with the design.

3 Input Matching Network
The design values of the matching network are shown in Figures 7.10 and 7.12. Here the
normalised 75 Ω source resistance is transformed to Gs using two components:

Arc AB = shunt C = j1.65 S
Arc BC = series L = j0.85 Ω

4 Using Equation 7.12

1.65 
C1 = ———————— 17.5 pF

2p(300 MHz) (50)

5 Using Equation 7.13

(0.85)(50)
L1 = ——————— ≈ 22.5 nH

2p(300 MHz)
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6 Output Matching Network
The load reflection coefficient needed to properly terminate the transistor is found from
Equation 7.26:

s12s21Gs      *
GL = [s22 + ————]1 – s11Gs

(0.035 ∠ 58°)(5.9 ∠ 66°) (0.68 ∠ 142°)   *
= [0.46 ∠ –31° + ————————————————]1 – (0.35 ∠ 165°)(0.68 ∠ 142°)

(0.140 ∠ 266°)      *
= [0.46 ∠ –31° + ————————]1 – (0.143 – j0.190)

= [(0.394 – j0.237) + (–0.045 – j0.152)]*

= 0.523 ∠ 48.2°
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Fig. 7.10 Input matching network for Example 7.10 A = (1.5 + j0) Ω or (0.667 – j0) S, B = (0.21 – j0.52) Ω or (0.667
+ j1.653) S, C = (0.212 + j0.33) Ω or (1.433 – j2.184) S
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This value along with the normalised load resistance value is plotted in Figure 7.11. The
100 Ω load must be transformed into GL. One possible method is shown in Figure 7.11:

Arc AB = shunt L = –j0.72 S
Arc BC = series C = –j1.07 Ω

Using Equation 7.14, the inductor’s value is

50
L2 = —————————— ≈ 43 nH

2p (300 MHz) (0.62)

Using Equation 7.11, the series capacitance is

1
C2 = ——————————— ≈ 8.8 pF

2p (300 MHz) (1.2) (50)

The final design including a typical bias network is shown in Figure 7.12. The 0.1 mF
capacitors are used only as bypass and coupling elements. The gain of the amplifier can be
calculated with Equation 7.15.
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Fig. 7.11 Output matching network for Example 7.10 A = 1.252 + j1.234, B = 2.0 + j1.2, C = 2.0 + j0, D = 0.524
∠ –48.4°
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Using PUFF. Here again, you can use PUFF software to design or verify the amplifier
circuit.

7.6 Design of broadband amplifiers

7.6.1 Design methods
There are many approaches to broadband amplifier design. We can use amplifier
mismatching, feedback amplifiers and distributed amplifiers. We show how amplifier
mismatching can be used in Example 7.11.

7.6.2 Broadband design using mismatch techniques
This method is explained and illustrated by Example 7.11.

Example 7.11
A broadband amplifier is to be designed to operate in the 1.5–2.5 GHz frequency range,
with a 12 dB transducer power gain, using the HP-Avantek 41410 BJT. The S-parameters
of the transistor at the operating range are shown in Table 7.1.

Solution. For the purposes of the example we will assume that s12 ≈ 0 and therefore the
unilateral case is considered. The expression for the transducer power gain in the unilat-
eral case is given as Equation 7.27:
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Fig. 7.12 Final circuit for Example 7.10

Table 7.1 Scattering parameters of HP-AVANTEK BJT

f (GHz) s11 s12 s21 s22

1.5 0.6 169° 0.04 58° 5.21 58° 0.41 –40°
2.0 0.6 157° 0.05 55° 3.94 55° 0.41 –45°
2.5 0.61 151° 0.06 55° 3.20 50° 0.4 –49°

43 nH

8.8 pF

22.5 nH
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GTU = GSGOGL (7.27)

where

GTU = gain of amplifier circuit
GS    = ‘gain’ of source network
GO = gain of transistor
GL = ‘gain’ of load network

1 – |GS|2
GS = ————— (7.28)

|1 – S11GS|2

GO = |S21|2 (7.29)

and

1 – |GL|2
GL = ————— (7.30)

|1 – S22GL|2

Table 7.1 shows that there is a considerable variation of s-parameters with frequency and
the degree of variation can be calculated by Equations 7.27 to 7.30.

The circuit gain is given by Equation 7.27 and it is dependent on GS, GO and GL. If the
individual gains are calculated for a conjugate match at the input and output ports, we will
get the results shown in Table 7.2. The maximum gain we can ever hope to achieve over
the bandwidth 1.5–2.5 GHz is limited by the minimum gain of the three frequencies, i.e.
12.88 dB at 2.5 GHz. The other two frequencies (1.5 GHz and 2.0 GHz) show gains of
17.07 dB and 14.64 dB respectively but these gains can be reduced to 12.88 dB by
mismatching of the ports. Hence, by designing for circuit losses, it is realistic to expect
gains of approximately 12 dB over the three frequencies. Inspection of Table 7.2 reveals
that little variation of GL occurs with frequency. It is therefore easier to manipulate Gs to
achieve the required controlled loss.

Table 7.3 shows the gain characteristic required for Gs to achieve an overall average
gain of 12 dB over the frequency range. The input circuit should now be designed to
produce the required response for Gs shown in Table 7.3. This is carried out by using
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Table 7.2 Circuit gain vs frequency (when the input and output circuits are conjugately matched)

f (GHz) GS,max (dB) GO (dB) GL,max (dB) GTU (dB)

1.5 1.94 14.34 0.79 17.07
2.0 1.94 11.91 0.79 14.64
2.5 2.02 10.1 0.76 12.88

Table 7.3 Expected gains for an average overall gain of 12 dB

f (GHz) GS,max (dB) GO (dB) GL,max (dB) GTU (dB)

1.5 – 3.13 14.34 0.79 12
2.0 – 0.7 11.91 0.79 12
2.5 +1.14 10.1 0.76 12
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constant gain circles for the three frequencies and by choosing a network that will satisfy
the response for Gs in Table 7.3. An exact response is not always possible and a compro-
mise is often the case.

The process of design is one of trial and error and as such is greatly assisted by opti-
mising software. As the necessary software is not available with this book, no attempt will
be made to do the necessary input broadband matching. Instead we will simply look at the
results to see what can be achieved after CAD matching.

In Figure 7.13, we show how the gain-frequency response of the amplifier has been
improved after optimisation. The amplifier now has a nominal gain of 12 dB è 0.25 dB
over the band 1.5–2.5 GHz, instead of the original 4 dB gain fall-off in gain as calculated
in Table 7.2.

This levelling of gain has been achieved by using a T network as the input matching
circuit. This circuit is shown in Figure 7.14. However, the penalty paid for this levelling of
gain is poor matching at the input circuit.

The return loss of the matching networks of this amplifier is shown in Figure 7.15. Note
that the return loss of the input circuit is poor at 1.5 GHz (about 2 dB) but gradually
improves towards about 11 dB at 2.5 GHz. The return loss of the output circuit is more
even, and ranges from 7.5 dB at 1.5 GHz to about 5 dB at 2.5 GHz.
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Fig. 7.13 Gain of the broadband amplifier

Fig. 7.14 Circuit diagram of the broadband amplifier
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7.7 Feedback amplifiers

7.7.1 Introduction
R.F. feedback amplifiers are used in much the same way as feedback elements are intro-
duced in operational amplifier circuits to produce constant gain over a desired bandwidth.
In this section we shall show you how these amplifiers can be designed. Feedback ampli-
fiers are usually designed by first decomposing the combined circuit into individual sub-
systems. They are then re-combined into a composite amplifier and its parameters are then
calculated to yield the desired results.

7.7.2 Design of feedback amplifiers
Consider the basic feedback circuit shown in Figure 7.16. If you look at it closely, you will
find that it consists of two basic parts; the feedback circuit which comprises RFB, LFB and
its d.c. blocking capacitor CFB situated between points A and B, and the transistor circuit
and inductor LD which is also situated between the same two points. Since both circuits
are in parallel, we can draw them as shown in Figure 7.17. For this example, we will make
considerable use of Y-parameters which were originally introduced in Chapter 6.

In Figure 7.17(a), YFB now represents the feedback network, RFB, LFB and its d.c. block-
ing capacitor CFB situated between points A and B. Block YA represents the amplifier and
the inductor LD. Each network is subject to the same voltage across its terminals; therefore
it follows that the currents of each network can be added together to form a composite
network YC. This is also shown diagramatically in Figure 7.17(b). From the composite YC
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Fig. 7.15 Return loss of the broadband amplifier
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network, it is now possible to calculate the circuit gain, input and output admittance as a
single circuit in Y-parameters or if you wish you may change them into s-parameters and
carry out the calculations using s-parameters. The conversion tables for changing from one
type of parameter to another are given in Table 3.1. Hence, the parameters of the circuit
can be evaluated using the system above.

To clarify the design method, we will show you a very simple example where this tech-
nique is used. We will assume that the values for the circuit of Figure 7.18 have already
been chosen. Furthermore in order to simplify matters, we will assume that the values are
already in Y-parameters and that only resistances are used in the network. The last assump-
tion simplifies the mathematics considerably yet it does not obscure the principles which
we are trying to use.

Example 7.12
In the circuit of Figure 7.18, the open-circuit generator voltage is 200 mV. Calculate (a)
the input impedance (Zin), (b) the gain (Av) of the circuit and (c) Vout. You can assume that
the d.c. blocking capacitor in the feedback chain has negligible reactance. The transistor
Y-parameters for the given frequency of operation are:

1/1200 0[70/1200 1/40 000]
Solution. The Y-parameters of the transistor YA are:

1/1200 0                 833.3 0
YA = [ ] S    = [ ] mS

70/1200 1/40 000           58 333.3 25
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Fig. 7.16 A radio frequency feedback amplifier

Fig. 7.17 Block diagram of the feedback amplifier of Figure 7.16: (a) composite sections, YA and YFB; (b) combined
network, YC
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From inspection of the circuit, the Y-parameters of the feedback element YF are:

1/10k –1/10k          100 –100
YF = [ ] = [ ] mS

–1/10k 1/10k            –100 100 

The composite admittance matrix [YC] = [YA] + [YF]. Hence

833.3          0             100 –100
[YC] = [ ] mS + [ ] mS

58 333.3 25             –100 100

933.3 –100
= [ ] mS

58 233.3      125

We will now obtain the answers.

(a) Defining [Dy] as [y11y22 – y12y21]

[Dy] = [y11y22 – y12y21] = [9.33 × 1.25 + 1 × 582.3] × 10–8 = 593.96 × 10–8

Using Equation 6.19:

y12y21            Dy + y11YL
yin = y11 – ———— = —————

y22 + yL            y22 + YL

and

y22 + YL                    [1.25 + 10] × 10–4

Zin = ————— = ————————————
∆y + y11YL       [593.96 + 9.33 × 10] × 10–8

11.25 × 10–4

= —————— = 163.9 W
687.26 × 10–8
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Fig. 7.18 Negative feedback amplifier
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(b) First find vin:

ZinVg          163.69 × 200
vin = ———— = —————— = 15.13 mV

Zin + Zg 2163.7

Using Equation 6.18:

vout –y21 –582.3
Av = —— = ———— = ————

vin y22 + yL 1.25 + 10

–582.3
= ———— = –51.76

11.25

(c) Output voltage is given by

vout = vin × Av
= 15.13 × [–51.76]
= –783 mV

PUFF results. If you wish, you can carry out this example on PUFF by converting the
transistor admittance parameters into scattering parameters and generating a transistor
device as described in Section 4.9. You can then insert your feedback components and vary
them accordingly.

7.7.3 Summary of feedback amplifiers
Example 7.12 should now convince you that the procedure used above is useful for evalu-
ating feedback amplifiers. However, this method is laborious especially without the use of
a computer program.

The disadvantage of this method is that each block, YA, YF and YC, is only applicable
for one frequency at one time. Thus, if you were designing a broadband circuit, you would
have to calculate the parameters for each frequency and then sum up the results. This
involves considerable work if hand calculators are used.

Another great disadvantage is that the component values that you may have chosen in
the first instance may not produce the desired result. Therefore you must carry out the
complete procedure again and again until the desired result is achieved. However, it is
fortunate that good computer programs, such as ‘SUPERCOMPACT, SPICE, etc.’, provide
optimisation facilities and allow you to design the circuit quickly and efficiently.

7.8 R.F. power transistors

The design of r.f. power transistors is treated differently from that of the low power linear
transistors described in the early part of this chapter. The reason for this is because r.f.
power transistors are normally operated in a non-linear mode. This means that manufac-
turers tend to only specify output power and output capacitance for a given input power
and input capacitance. A typical example is shown in Table 7.4 where values of input
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impedance and conjugate of load impedances are specified for a given output power and
operating d.c. voltage. However, once these values are known, the matching networks are
designed in a similar way. You can find a good introduction to the design of power ampli-
fiers by consulting Baeten.3

7.9 Summary

Many of the commonly used techniques in amplifier design have been covered in this
chapter. The circuit topics discussed included transistor stability, maximum available gain
and matching techniques. In addition, we produced design examples of conjugate matched
amplifiers, conditionally stable transistor amplifiers, optimum noise figure amplifiers, and
amplifiers designed for a specific gain.

The design techniques of broadband amplifiers, feedback amplifiers and power ampli-
fiers were investigated. We also showed how some designs can be carried out using the
PUFF software supplied with this book.

You should now have a good knowledge of microwave engineering principles that will
allow you to do simple amplifier designs and to understand more complicated devices and
circuits.

I would like to remind you of the article ‘Practical Circuit Design’ which has been
reproduced on the disk supplied with this book. This article provides many more examples
of how PUFF can be used in practical circuit design. There are particularly interesting
sections on components, earthing techniques, biasing, passive, active and circuit layout
techniques. The article is crowned by the complete design of a 5 GHz microwave ampli-
fier from its conception as transistor data to final layout. R.F. design calculations are
carried out in Appendix A, input and output line matching and layout using PUFF are
shown. Frequency response and gain are checked with PUFF. Bias design for this ampli-
fier is also given in Appendix B. Calculations for the design of input and output matching
filters are shown in Appendix C.
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3 R. Baeten, CAD of a broadband class C 65 watt UHF amplifier, RF Design, March 1993, 132–9.

Table 7.4 Typical optimum input and conjugate of load impedances for MRF658. Pout= 65 W, Vdc = 12.5 V

Frequency (MHz) Zin W Zout W

400 0.620 + j0.28 1.2 + j2.5
440 0.720 + 0j3.1 1.1 + j2.8
470 0.790 + 0j3.3 0.98 + j3.0
490 0.84 + j3.4 0.91 + j3.2
512 0.88 + j3.5 0.84 + j3.3
520 0.90 + j3.6 0.80 + j3.4
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8

Oscillators and frequency
synthesizers

8.1 Introduction

Prior to the invention of an amplifying device (vacuum tube, transistor, special negative-
resistance device, etc.) great difficulty was experienced in producing an undamped radio
signal. The early radio transmitters used a high frequency a.c. generator to produce a high
voltage which was increased by a step-up transformer. The output voltage was applied to
a series resonant circuit and the Q of the circuit produced a high enough voltage to jump
across a ‘capacitor gap’ to produce a spark1 which in turn produced a radio signal. This
principle is still used in a petrol engine today where the spark is used to ignite the petrol
mixture. You can frequently hear it on your car radio when the engine cover is removed.
Such a radio signal is damped, i.e. it decays exponentially and it produces many harmon-
ics which interfere with other communication systems. It is now illegal to transmit a
damped oscillation.

There are many criteria in choosing an oscillator, but the main ones are:

• frequency stability
• amplitude stability
• low noise
• low power consumption
• size.

Frequency stability is important because it enables narrow-band communication
systems to be accurately fixed within a frequency band. An unstable frequency oscilla-
tor also behaves like an unstable f.m. modulator and produces unwanted f.m. noise. An
amplitude unstable oscillator behaves like an amplitude modulated modulator because
it produces unwanted a.m. modulation noise. Even if the oscillation frequency and
amplitude can be held precisely, it is inevitable that noise will be produced in an oscil-
lator because of transistor noise which includes ‘flicker noise’, ‘shot noise’ and
‘1/frequency’ noise. In other words, oscillator noise is inevitable but it should be kept
as low as possible. Low power consumption and small size are specially important in
portable equipment.

1 This is the reason why radio operators are often called sparkies.
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8.1.1 Aim
The aims of this chapter are to explain radio frequency oscillators and frequency synthe-
sizers. Radio frequency oscillators produce radio frequency signals without an input
signal. Frequency synthesizers are used to control and vary the frequency of an oscillator
very precisely.

8.1.2 Objectives
After reading this chapter, you should be able to:

• understand the criteria for oscillation
• calculate the criteria (gain and frequency) of
• Hartley oscillators
• Colpitts oscillators
• Clapp oscillators
• crystal oscillators
• voltage controlled oscillators
• phase locked loops
• frequency synthesizers

8.2 Sine wave type oscillators

An oscillator is a device which produces an output signal without requiring an external
input signal. An amplifier can be made into an oscillator if its output signal is fed back into
its own input terminals to provide an input signal of the correct amplitude and phase.

One easy way of producing an r.f. oscillator is to use an r.f. amplifier and to feed its
output signal (with the correct amplitude and phase) back to its input. Figure 8.1 shows a
typical common emitter r.f. amplifier. The important things to note about this circuit are its
waveforms. Vin is the input sinusoidal applied to the amplifier. Vtc is the inverted voltage
appearing across the collector, and Vout is the voltage appearing across the output. The
phasor relationship between Vtc and Vout is dependent on the manner in which the
secondary winding of T1 is connected. In Figure 8.1, the output winding has been earthed
in a manner that will cause Vout to appear with a similar phase to Vin.
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Fig. 8.1 An r.f. amplifier with associated waveforms
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As Vin and Vout both have similar phases, there is no reason why Vout cannot be
connected back to the amplifier input to supply its own input voltage. This is shown
schematically in Figure 8.2 where a connection (thick line) has been made between points
A and B. Examination of these waveforms shows clearly that if, in addition to the phase
requirements, Vout > Vin, then the amplifier will supply its own input and no external signal
source will be needed. Therefore the amplifier will produce an output on its own and will
become an oscillator!

One question still remains unanswered. How do we produce Vout in the first instance
without an external Vin? Any operating amplifier produces inherent wideband noise
which contains an almost infinite number of frequencies. The collector tuned circuit
selects only its resonant frequency for amplification and rejects all other frequencies;
therefore only the resonant frequency of the tuned circuit will appear as Vout. Initially,
Vout will probably have insufficient amplitude to cause oscillation but as it is fed back
around again and again to the amplifier input terminals, Vin will increase in amplitude
and, if the circuit has been designed properly, Vin will soon be large enough to cause
oscillation.

Example 8.1
The tuned circuit of the oscillator circuit shown in Figure 8.2 has an effective inductance
of 630 nH and a total capacitance (CT) of 400 pF. If conditions are set so that oscillations
can take place, what is its frequency of oscillation (fosc)?

Solution. In Figure 8.2, the frequency of oscillation is determined by the resonant
frequency of the tuned circuit. For the values given

8.2.1 Barkhausen criteria
The introduction to oscillators above was to provide you with an elementary idea of oscil-
lator requirements. To design oscillators, we need a more systematic method. Consider an
amplifier with a positive feedback loop (Figure 8.3).
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Fig. 8.2 An r.f. oscillator constructed by feeding output to input
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The following terms are defined.
Voltage gain (Av) of the amplifier on its own is defined as

vo
Av = — (8.1)

v1

Voltage gain (Avf) of the amplifier with feedback applied is

vo
Avf = — (8.2)

vin

By inspection of Figure 8.3

b = output voltage fraction fed back (8.3)

and

v1 = vin + bvo (8.4)

or

vin = v1 – bvo (8.4a)

Using Equations 8.2 and 8.4a and dividing each term by v1

vo                   vo/v1
Avf = ———— =  —————

v1 – bvo        1 – bvo/v1

Therefore

Av
Avf = ——— (8.5)

1 – Avb

If b is positive, and if Avb (defined as loop gain) = 1, then the denominator (1–Avb) = 0, or

Avb = 1 (8.6)

Substituting Equation 8.6 into Equation 8.5 yields

vo
Avf = — = ∞ (8.7)

0
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Fig. 8.3 An amplifier with positive feedback signal

vo

β Vo
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which means that there is an output (vo) in spite of there being no input signal. This system
is known as an oscillator.

The two main requirements for oscillation are:

loop gain amplitude (Avb) = 1 (8.8)

and

loop gain phase = 0° or n360° n is any integer (8.9)

Equations 8.8 and 8.9 are known as the Barkhausen criteria for oscillation.

Note: Avb = 1 is the minimum condition for oscillation. If Avb > 1, it merely means that
the oscillation will start more easily but then, due to non-linearity in the amplifier, Avb will
revert back to 1.

For ease of understanding the above explanation, I have assumed that there is no phase
change in Av and b. In practice, Av is a phasor quantity and if it produces a phase shift of,
say, 170°, then b must produce a complementary phase shift of 190° to make the total
phase shift of the signal feedback equal to 360° (or any multiple of it). This enables the
returned feedback (input) signal to be in the correct phase to aid oscillation.

8.2.2 Summary
The Barkhausen criteria state that for an oscillator, the loop gain (Avb) must equal unity
and the loop gain phase must be 0° of any integer multiple of 360°.

It follows that if the Barkhausen criteria can be met then any amplifier may be made
into an oscillator. It is relatively easy to calculate the conditions required for oscillation,
but it is important to realise that when oscillation occurs, linear theory no longer applies
because the transistor is no longer working in its linear mode. In the discussion that
follows, we will show how (i) the conditions for oscillation and (ii) the desired frequency
of oscillation may be achieved with various circuits.

8.3 Low frequency sine wave oscillators

At frequencies less than about 2 MHz, oscillators are often made using resistances and
capacitances as the frequency determining elements instead of LC circuits. This is because
at these frequencies, LC elements are physically larger, more expensive, and more difficult
to control in production. Two main types of RC oscillators will be previewed. One is the
well known Wien bridge oscillator which is used extensively in instruments and the other
is the Phase-Shift oscillator.

8.4 Wien bridge oscillator

A block diagram of the Wien bridge oscillator is shown in Figure 8.4. The basic parts of
this oscillator consist of a non-inverting amplifier2 and an RC network which determines
its frequency of operation.
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2 This non-inverting amplifier can consist of either two common emitter amplifiers in cascade (one follow-
ing the other) or a common base or operational amplifier.
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8.4.1 Operation
When power is applied to the circuit, currents (including inherent noise currents and volt-
ages) appear in the amplifier. This noise voltage is fed back through the Wien (RC
network) back to the input of the amplifier. The circuit is designed to allow sufficient feed-
back voltage to satisfy the Barkhausen criterion on loop gain (Avb = 1), but only noise
frequencies which satisfy the second Barkhausen criterion (∠ Avb = n360°) will cause the
oscillation. The circuit will oscillate at a frequency w2 = 1/(R1R2C1C2) radians per second.

8.4.2 Wien bridge oscillator analysis
In this analysis, it is assumed that the amplifier does not load the Wien bridge network
shown in Figure 8.5.

By inspection

Z1 = R1 + 1/(jwC1)

1             1                   R2
Z2 = — = ————— = —————

Y2 1/R2 + jwC2 1 + jwC2R2

and

362 Oscillators and frequency synthesizers

Fig. 8.4 Wien bridge oscillator

Fig. 8.5 Wien bridge network
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Z2
vin = ————(vo)

Z1 + Z2

Transposing

vo       Z1 + Z2
—— = ——— = 1 + Z1Y2
vin            Z2

Substituting for Z1 and Y2

vo                (R1 + 1/jwC1)(1 + jwC2R2)
—— = 1 + ———————————
vin                                      R2

Multiplying out and sorting the real and imaginary terms

vo                 R1         C2
—— = 1 + —— + —— + j(wC2R1 – 1/(wC1R2)) (8.10)
vin R2 C1

For the phase to equal zero, the quadrature or j terms = 0 which gives

wC2R1 = 1/(wC1R2)

Transposing

1
w2 = ———— (8.11)

C1C2R1R2

From Equation 8.10, the real part of the equation indicates that the gain of the amplifier
(Av) at the oscillation frequency must be

|vo|            R1 C2
Av = —— = 1 + —— + —— (8.12)

|vin|            R2          C1

From Figure 8.4, the fraction of the voltage fed-back (b) = |vin|/|vout|. From Equation 8.10

|vin|                  1
b = —— = ———————— (8.13)

|vout|     1 + R1/R2 + C2/C1

For oscillation, the Barkhausen criteria is Avb = 1. Using Equations 8.12 and 8.13

|vo|     |vin|
Avb = —— × ——

|vin|    |vo|

1
= (1 + R1/R2 + C2/C1) × ———————— = 1

(1 + R1/R2 + C2/C1)

Therefore the Barkhausen gain criteria are satisfied and the circuit will oscillate.
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8.4.3 Practical Wien bridge oscillator circuits
In practical designs and for reasons of economy, variable frequency Wien bridge oscilla-
tors use twin-gang3 variable capacitors (C1 = C2 = C) or twin-gang resistors (R1 = R2 = R)
to vary the oscillation frequency.

For the case where C1 = C2 = C and R1 = R2 = R, Equations 8.11 and 8.12 become

1
w = —— rads s–1 (8.11a)

CR

and

|vo|
Av = ——  = 1 + 1 + 1 = 3 (8.12a)

|vin|

Example 8.2
In the Wien bridge oscillator of Figure 8.4, R1 = 100 kΩ, R2 = 10 kΩ, C1 = 10 nF and
C2 = 100 nF. Calculate (a) the frequency of oscillation and (b) the minimum gain of the
amplifier for oscillation.

Solution

(a) Using Equation 8.11

w2 = 1/(100 kΩ × 10 kΩ × 10 nF × 100 nF) = 1 000 000
w = 1000 rads–1

and

fosc = 159.15 Hz

(b) Using Equation 8.12, the minimum gain of the amplifier is

|vo|           R1        C2
—— = 1 + —— + ——
|vin|           R2 C1

100 kΩ 100 nF
= 1 + ———— + ———— = 1 + 10 + 10 = 21

10 kΩ 10 nF

8.5 Phase shift oscillators

8.5.1 Introduction
The circuit of a phase shift oscillator is shown in Figure 8.6. In this circuit, an inverting
amplifier (180° phase shift) is used. To feed the signal back in the correct phase, RC

364 Oscillators and frequency synthesizers
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networks are used to produce an additional nominal 180° phase shift. The theoretical maxi-
mum phase shift for one RC section is 90° but this is not easily obtained in practice so
three RC stages are used to produce the required phase shift. The transmission (gain or
loss) analysis of a three section RC circuit can be difficult unless some simplifying meth-
ods are employed. To do this, I shall use matrix methods and assume that you are familiar
with matrix addition, subtraction, multiplication and division.

8.5.2 Analysis of the phase shift network
In the analysis that follows, it is assumed that the input and output impedances of the tran-
sistor are sufficiently large so that they do not load the phase shifting network. It can be
shown4 that the two port transmission matrix for a series impedance (Z) is:

1       Z
Z = [ ] (8.14)

0 1

It can also be shown5 that the two port transmission matrix for a shunt admittance (Y) is:
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4

V1 V1
A = —— | = 1 B = —— | = Z

V2 I2 = 0 I2 V2 = 0

I1 I1
C = —— | = 0 ‡ D = ——| = 1

V2 I2 = 0 I2 V2 = 0

‡ This follows from the diagram since I1 = I2 = 0
5

V1 V1
A = —— | = 1 B = —— | = 0 ‡

V2 I2 = 0 I2 V2 = 0

I1 I1
C = —— | = Y D = —— | = 1

V2 I2 = 0 I2 V2 = 0

‡ This follows from the diagram since V1 = V2

Fig. 8.6 Phase shift oscillator
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1       0
Y = [ ] (8.15)

Y 1

The transmission parameters for the six element network shown in Figure 8.7 can be easily
obtained by multiplying out the matrices of the individual components. I will simplify the
arithmetic by making Z1 = Z2 = Z3 = Z and Y1 = Y2 = Y3 = Y. I have also drawn vo and vin
in the conventional manner but the analysis will show that the amplifier gain must be
inverted. By inspection of Figure 8.7

Since we have assumed that the transistor impedance does not load the circuit, I2 = 0.
Therefore

Substituting for Y and Z

Sorting out real and imaginary terms
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Fig. 8.7 Six element network
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The Barkhausen criterion for oscillation is that the voltage through the network 
must undergo a phase change of 180°, i.e. imaginary or quadrature terms are zero.
Therefore,

–6          1
—— + ——— = 0

ωCR (ωCR)3

Hence

1                            1
6 = ——— and w2 = ——— (8.17)

(wCR)2 6(CR)2

The real part of Equation 8.16a at resonance is:

vo             –5
—— = ——— + 1 (8.18)
vin (wCR)2

and using Equation 8.17 to substitute for 1/(wCR)2

vo
—— = –5 × 6 + 1 = –29 = 29 ∠ 180°
vin

Since vo/vin = Av

Av = 29 ∠ 180° (8.19)

and

|vo|
——= 29 (8.19a)
|vin|

From Figure 8.6, the fraction of the voltage fed back b = |vin|/|vo|. Using Equation 8.19

|vin|     1
b = ——= —— (8.20)

|vo|      29

To check for oscillation at resonance, the Barkhausen criterion is Avb = 1. Using Equations
8.19a and 8.20

|vo|     |vin|               1
Avb = ——× ——= 29 × ——= 1

|vin|     |vo|              29

Therefore the Barkhausen criteria are met and the circuit will oscillate.
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8.6 Radio frequency (LC) oscillators

8.6.1 Introduction
Oscillators operating at frequencies greater than 500 kHz tend to use inductors and capac-
itors as their frequency controlling elements because:

• RC values are beginning to get inconveniently small;
• LC values are beginning to assume practical and economical values.

8.6.2 General analysis of (LC) oscillators
In the analysis of the oscillators within this section, it must be realised that all calculations
to establish the conditions and frequency of oscillation are based on linear theory. When
oscillation occurs, the transistor no longer operates in a linear mode and some modifica-
tion (particularly bias) is inevitable.

The simplified solutions derived for each type of oscillator are based on the following
assumptions.

• The input impedance of the transistor does not load the feedback circuit.
• The output impedance of the transistor does not load the feedback circuit.
• The collector–emitter voltage (VCE) is the output voltage.
• The emitter–base voltage (VEB) is the input voltage.
• The feedback circuit is purely reactive (no resistive losses).
• If the transistor is operated in the common emitter configuration, a positive base input

voltage will result in an inverted collector voltage. If the transistor is operated in the
common base configuration, there is zero phase shift through the transistor.

• There is 0 or 2p radians (360°) shift through the loop gain circuit. In the case of a
common emitter amplifier, if p radians (180°) shift is caused by the transistor when its
collector load is resistive and/or resonant, then a further p radians shift will be required
in the feedback circuit to return the feedback signal in the correct phase. With a
common-base amplifier, if 0 radians phase shift is produced by the transistor, then zero
phase shift through the feedback network is required to return the feedback signal in the
correct phase.

• For clarity, oscillator outputs are not shown in Figures 8.8, 8.9 and 8.10. Outputs are
taken from either the collector or emitter via capacitance coupling or magnetic coupling
from the inductor.

The above assumptions are approximately true in practice and form a reasonably accurate
starting point for oscillator design.

8.7 Colpitts oscillator

A schematic diagram of the Colpitts oscillator circuit is shown in Figure 8.8. Two capaci-
tors, C1 and C2, are connected in series to provide a divider network for the voltage devel-
oped across points C and B. The tuned circuit is formed by the series equivalent
capacitance of C1 and C2 and the inductor L.
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The transistor is operated in the common base configuration. The base is a.c. earthed
via C4. The point B is a.c. earthed through capacitor C3. If the voltage at point C is posi-
tive with respect to earth, then point E is also positive with respect to earth. Hence the tran-
sistor supplies its own input voltage in the correct phase.

8.7.1 Frequency of oscillation
Using the assumptions of Section 8.6.2 and since we assume that there is no loading of the
tuned circuit at resonance, XL = XC, yielding

1         1
—— + —— = wL
ωC1 wC2

1 1
w2(L) = —— + ——

C1 C2

and

1       1        1
w2 = — [ —— + —— ] (8.21)

L     C1 C2

8.7.2 Conditions for oscillation
From Figure 8.8 and using the assumptions of Section 8.6.2

VEB = vin and VCB = vo

By inspection of Figure 8.8

Xc2
vin = —————vo (8.22)

Xc1 + Xc2

Colpitts oscillator 369

Fig. 8.8 Colpitts oscillator
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By definition, b = vin/vo, therefore

Xc2
b = ———— (8.23)

Xc1 + Xc2

By definition, Av = vo/vin and using Equation 8.22

Xc1 + Xc2       C2                                 C2
Av = ———— = —— + 1 or 1 + —— (8.24)

Xc2 C1 C1

For oscillation, we must satisfy the Barkhausen criteria and ensure that the loop gain Avb
= 1. Using Equations 8.23 and 8.24

Xc1 + Xc2             Xc2
Avb = ———— × ———— = 1

Xc2 Xc1 + Xc2

Therefore the circuit will oscillate provided

C2
Av ≥ [1 + ——] (8.25)

C1

Summing up Equation 8.21 determines the frequency of oscillation and Equation 8.25
determines the minimum gain of the amplifier for oscillation.

Example 8.3
If in Figure 8.8 C1 = 10 pF and C2 = 100 pF and the desired oscillation frequency is 100
MHz, calculate (a) the value of the inductor and (b) the minimum voltage gain of the
amplifier. Assume that the transistor does not load the tuned circuit.

Solution

(a) From Equation 8.21

1      1        1
w2 = — [—— + ——]L C1 C2

Transposing and substituting for C1 and C2

1                  1            1
L = ——————— [——— + ———] H

(2p × 100 MHz)2 10 pF   100 pF

1           11 × 1012 F
= ————— [————— ] H = 278.6 nH

3.948 × 1017 100

(b) From Equation 8.24 the minimum voltage gain of the amplifier is

C2 100 pF
—— = 1 + ——— = 11
C1 10 pF
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8.8 Hartley oscillator

A schematic diagram of the Hartley oscillator circuit is shown in Figure 8.9. Note that the
Hartley circuit is the dual of the Colpitts circuit where inductors and capacitors have been
interchanged. Inductor L in conjunction with capacitor C forms the tuned circuit. Inductor
L also serves as an auto-transformer. In an auto-transformer, the voltage developed6 across
points E and B is proportional to the number of turns (n2) between E and B. Similarly, the
voltage developed across points C and B is proportional to the number of turns (n1 + n2)
between points C and B.

The transistor is operated in the common base configuration. The base is a.c. earthed via
capacitor C4. The point B is a.c. earthed through capacitor C3. C2 is a d.c. blocking capaci-
tor. If the voltage at point C is positive with respect to earth, then point E is also positive with
respect to earth. Hence the transistor supplies its own input voltage in the correct phase. 

8.8.1 Frequency of oscillation
Using the assumptions of Section 8.6.2 and since we assume that there is no loading of the
tuned circuit at resonance, XL = XC, yielding

1
wL = ——

wC

and

1
w2 = —— (8.26)

LC

8.8.2 Conditions for oscillation
From Figure 8.9 and using the assumptions of Section 8.6.2

VEB = vin and VCB = vo

Hartley oscillator 371

6 This assumes that the same flux embraces both parts of the auto-transformer.

Fig. 8.9 Hartley oscillator

Da Silva Part 8  15:2:2001 10:28 am  Page 371



From Figure 8.9, since inductor L serves as an auto-transformer

n2
vin = ——— vo (8.27)

n1 + n2

By definition, b = vin/vo. Therefore

n2
b = ——— (8.28)

n1 + n2

By definition, Av = vo/vin and using Equation 8.27

n1 + n2 n1 n1
Av = ———— = —— + 1 or 1 + —— (8.29)

n2 n2 n2

For oscillation, we must satisfy the Barkhausen criteria and ensure that the loop gain Av b
= 1. Using Equations 8.28 and 8.29

n1 + n2           n2
Avb = ——— × ——— = 1

n2          n1 + n2

Therefore the circuit will oscillate provided

n1
Av ≥ [1 + —— ] (8.30)

n2

Summing up Equation 8.26 determines the frequency of oscillation and Equation 8.30
determines the minimum gain of the amplifier.

8.9 Clapp oscillator

A schematic diagram of the Clapp oscillator circuit is shown in Figure 8.10. Two capaci-
tors, C1 and C2, are connected in series to provide a divider network for the voltage devel-
oped across points C and B. The tuned circuit is formed by the equivalent series
capacitance of C1, C2 and CT and the inductor L. The Clapp oscillator is a later develop-
ment of the Colpitts oscillator except that an additional capacitance CT has been added to
improve frequency stability and facilitate design.

The transistor is operated in the common base configuration. An r.f. choke is used to
feed d.c. power to the collector. The reactance of the r.f. choke is made deliberately high
so that it does not shunt the tuned circuit. The base is a.c. earthed via capacitor C3. The
point B is earthed directly. If the voltage at point C is positive with respect to earth, then
point E is also positive with respect to earth. Hence the transistor supplies its own input
voltage in the correct phase.

8.9.1 Frequency of oscillation
Using the assumptions of Section 8.6.2 and since we assume that there is no loading of the
tuned circuit at resonance, XL = XC, yielding
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1        1         1
wL = —— + —— + ——

wC1 wC2 wCT

1        1       1
w2L = —— + —— + ——

C1 C2 CT

and

1             CT         CT
w2 = —— [1 + —— + ——] (8.31)

LCT C1 C2

If [CT/C1 + CT/C2] << 1, then Equation 8.31 becomes

1
w2 = —— (8.31a)

LCT

Equation 8.31a is the preferred mode of operation for the Clapp oscillator for the follow-
ing reasons.

• It allows CT and L to be the main contributors for determining the oscillation
frequency. This is particularly useful when the oscillation is to be set to another
frequency because only one control is needed. In many cases, CT is a varactor (capac-
itance diode) whose capacitance can be changed electronically by applying a d.c.
control voltage. This is particularly usefully in crystal oscillators which we shall be
describing shortly.

• It provides freedom for setting C1 and C2 to get the required values for easy oscillation.
C1 and C2 can be made reasonably large provided their ratio remains the same.

• Larger values of C1 and C2 help to swamp transistor inter-electrode capacitances which
change with operating bias and temperature.

Clapp oscillator 373

Fig. 8.10 Clapp oscillator
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8.9.2 Conditions for oscillation
From Figure 8.10 and using the assumptions of Section 8.6.2

VEB = vin and VCB = vo

By inspection of Figure 8.10

Xc2
vin = —————vo (8.32)

Xc1 + Xc2

By definition, b = vin/vo. Therefore

Xc2
b = ————— (8.33)

Xc1 + Xc2

By definition, Av = vo/vin and using Equation 8.32

Xc1 + Xc2         C2                                C2
Av = ———— = ——+ 1 or 1 + —— (8.34)

Xc2 C1 C1

For oscillation, we must satisfy the Barkhausen criteria and ensure that the loop gain Avb
= 1. Using Equations 8.33 and 8.34

Xc1 + Xc2           Xc2
Avb = ———— × ———— = 1

Xc2            Xc1 + Xc2

Therefore the circuit will oscillate provided

C2
Av ≥ [1 + ——] (8.35)

C1

Summing up Equation 8.31 determines the frequency of oscillation and Equation 8.35
determines the minimum gain of the amplifier for oscillation.

Example 8.4
Calculate the approximate frequency of oscillation for the Clapp oscillator circuit of
Figure 8.10 when CT = 15 pF, C1 = 47 pF, C2 = 100 pF and L = 300 nH.

Solution. Using Equation 8.31

1            CT        CT                        1                     15       15
w2 = —— [1 + —— + ——] = ———————— [1 + —— + ——]LCT              C1 C2          300 nH × 15 pF          47      100

= 2.222 × 1017 × 1.469 = 3.264 × 1017

Hence

w = 571 314 274.3 radians/s
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and

fosc = 90.93 MHz

An alternative approach is to calculate the combined series capacitance of the circuit:

Ctotal = [1/15 pF + 1/47 pF + 1/100 pF]–1 = 10.21 pF

and

8.10 Voltage-controlled oscillator

A voltage-controlled oscillator is shown in Figure 8.11(a). If you examine this circuit, you will
find that it is almost identical to that of the Clapp oscillator (Figure 8.10). The exception is that
CT has been replaced by CV which is a variable capacitance diode or varactor. The voltage
across the varactor and hence its capacitance is controlled by varying the varactor voltage. C3
is a d.c. blocking capacitor used to isolate the varactor voltage from the collector voltage.

All the conditions relating to the Clapp oscillator apply here except that CT in all the
equations must be replaced by Cv.

8.10.1 Frequency of oscillation
The frequency of oscillation is that calculated by Equation 8.31 except that CT must be
replaced by Cv.

8.10.2 Oscillator gain
If you plotted the frequency of oscillation against the varactor voltage, you would get a
curve similar to that of Figure 8.11(b). The frequency sensitivity or frequency gain of the
oscillator is defined as
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Fig. 8.11 (a) Voltage-controlled oscillator; (b) oscillator frequency (fr) vs varactor (Vr)

fosc  nH  pF
 MHz=

×
=1

300 10 21
90 93

.
.

(a) (b)

Da Silva Part 8  15:2:2001 10:28 am  Page 375



Dƒ
ko = —— (8.36)

DV

Equation 8.36 is important because it tells us what voltage must be applied to the varactor
to alter the oscillator frequency. In this case, the sensitivity is positive because the slope
Dƒ/Dv is positive.

However, if the varactor in Figure 8.11(a) is connected in the opposite direction then a
negative voltage would be needed for control and, in this case, the sensitivity slope will be
negative. We will be returning to the question of frequency sensitivity when we discuss
phase locked loops.

Summing up Equation 8.31 determines the frequency of oscillation when you substi-
tute Cv for CT. Equation 8.35 determines the minimum gain of the amplifier for oscilla-
tion. Equation 8.36 describes the frequency sensitivity or frequency gain of the oscillator.

8.11 Comparison of the Hartley, Colpitts, Clapp and 
voltage-controlled oscillators

• The Hartley oscillator is very popular and is used extensively in low powered oscillators
where the inductor value can be increased by winding the coil on ferrite cored material.
It is used extensively as the local oscillator in domestic superhet radio receivers.

• The Colpitts oscillator is used in cases where a piezo-electric crystal is used in place of
the inductor.

• The Clapp oscillator finds favour in electronically controlled circuits. It is more
frequency stable than the other two oscillators and can be easily adapted for crystal
control oscillators.

• The voltage-controlled oscillator is ideal for varying the frequency of an oscillator elec-
tronically. This is particularly true in phase locked loops and frequency synthesizers
which will be explained shortly.

8.12 Crystal control oscillators

8.12.1 Crystals
Crystals are electromechanical circuits made from thin plates of quartz crystal or
lead–zirconate–titanate. They are sometimes used in place of LCR-tuned circuits. The
electrical symbol for a crystal7 and its equivalent circuit are shown in Figure 8.12.

In this circuit, the capacitance between the connecting plates is represented by Co, while
L and C represent the electrical effect of the vibrating plate’s mass stiffness, and R repre-
sents the effect of damping. The circuit has two main resonant modes; one when L, C and
R are in series resonance and the other at a frequency slightly above the series resonant
frequency when the total series combination is inductive and resonates with Co to form a
parallel resonant circuit. Engineers can use either of these resonant modes in their designs.
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Quartz and lead–zirconate–titanate are piezo-electric, i.e. they vibrate mechanically
when an electrical signal is applied to them and vice-versa. The resonant frequencies at
which they vibrate are dictated by their geometrical sizes, mainly plate thickness and angle
of crystal cut with respect to the main electrical axes of the crystal. Crystals are normally
cut to give the correct frequency in a specified oscillator circuit at a given temperature,
nominally 15°C.

Plate thickness reduces with frequency and at the higher frequencies, plate thickness
becomes so thin that the crystal is fragile. To avoid this condition and still operate at
frequencies up to 200 MHz, manufacturers often resort to overtone operation where they
cut the crystal to a lower frequency but mount it in such a manner that it operates at a
higher harmonic. Overtone crystals which operate at third, fifth and seventh overtones are
common.

The angle of cut determines the temperature stability of the crystal. Typical types of
cuts are the AT cut, BT cut and SC cut. The frequency stabilities of these cuts against
temperature are shown in Figure 8.13. The AT cut is popular because it is reasonably easy
and cheap to make. It has a positive temperature coefficient (frequency increases) when the
ambient temperature changes outside its design (turnover) temperature. The BT cut crys-
tal has a negative temperature coefficient when the temperature is outside its turnover
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Fig. 8.12 Electrical equivalent circuit of a crystal resonator

Fig. 8.13 Frequency stability against temperature
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temperature. The SC cut crystal has an almost zero temperature coefficient but this crystal
is difficult to make because it is first cut at an angle with respect to one axis and then
rotated and cut again at a second angle to another axis.

From Figure 8.13, you should also note that changes of frequency for the crystal
itself against temperature are very small. To put the matter in perspective, 1 part in 
108 is equivalent to about 1 Hz in 100 MHz, but remember in a practical circuit, there
are other parts (transistors, external capacitors, etc.) which will affect frequency as
well.

Crystal resonators manifest very high Qs and values of Qs greater than 100 000 are
common in 10 MHz crystals. Metallic plates are used to make electrical connections to the
piezo material and the whole assembly is usually enclosed in a hermetically sealed can or
glass bulb to minimise oxidation and the ingress of contaminants.

8.12.2 Crystal controlled oscillator circuits
Crystal oscillators are particularly useful because of their frequency stability and low
noise properties. Figure 8.14 shows how a crystal is used in its parallel mode as an induc-
tor in a Colpitts oscillator circuit. When used in this manner, it is sometimes called a
Pierce oscillator. Such a circuit has the advantage of quick frequency changes by simply
switching in different crystals. The resonance frequency of oscillation is determined by
the equivalent circuit capacitance across the crystal and the equivalent inductance of the
crystal. To order such a crystal from the manufacturer, it is essential to tell the manufac-
turer the model of the crystal required, its mode of operation (series or parallel), operat-
ing frequency and parallel capacitance loading. Typical capacitance loads are 10 pF, 30
pF and/or 50 pF.

Figure 8.15 shows how a crystal is used in its series resonance mode as an inductor in
a Clapp type oscillator.

Crystal oscillators are used because they offer vastly superior frequency stability when
compared with LC circuits. As crystal Qs are very high, crystal oscillators tend to produce
much less noise than LC types. Typical values of stabilities and frequency ranges offered

378 Oscillators and frequency synthesizers

Fig. 8.14 Colpitts xtal oscillator

Da Silva Part 8  15:2:2001 10:28 am  Page 378



by crystal oscillators are given in Table 8.1. Explanatory terms for some abbreviations are
given below the table. Cathodeon and OSA are company names.

8.12.3 Summary for crystal oscillators
In Section 8.12 you have gained an insight into quartz crystals and their properties. You
have also seen how crystals are used in crystal oscillators, how they operate, their
frequency stability with temperature, and factors which affect the ordering of crystals for
use in oscillators.
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Fig. 8.15 Clapp xtal oscillator

Table 8.1

Oscillator type VCO OCXO TCXO TCXO 
(analogue) (digital)

Type no Cathodeon FS 5909 Cathodeon FS 5951 Cathodeon FS 5805 OSA DTCXO 8500
Frequency range 5–20 MHz 300kHz–40 MHz 5–15 MHz 1–20 MHz
Output TTL TTL TTL or sine Sine
Temperature range –25 to 80˚C 0–60˚C è0.1 ppm or –10 to 55˚C –40 to 85˚C 
(°C) and stability è50 ppm on set –40 to 70˚C è1 ppm or –20  0.5 ppm or –20 to

frequency ±0.2 ppm to 70˚C ±2 ppm 70˚C ±0.3 ppm
Frequency adjust External volt Internal trimmer External resistor External resistor

(50 ppm)
Ageing rate 2 ppm/year 3 × 10–9 ppm day 1 ppm/year <1 ppm/year
Oscillator supply 5–15 V 5 V 9 V 12 V
Oven supply 9–24 V
Power oscillator 20 mA at 12 V 40/60 mA 9 mA <200 mW
Power oven 3–8 W
Package size (mm) 36.1 × 26.7 × 15 36.1 × 26.8 × 25.4 36.1 × 26.8 × 19.2 35.33 × 26.9 × 7.19

VCO = voltage-controlled oscillator usually like that of Figure 8.11(a).
OCXO = oven-controlled crystal oscillator. This type of oscillator is usually mounted in an oven operating at
75°C. The frequency stability is extremely good because, as you can see from Figure 8.13, the frequency of a
crystal is very stable. The disadvantages are additional bulk, size, weight and oven consumption of additional
electrical power. The last is particularly undesirable in battery operated equipment.
TCXO (analogue) = temperature-compensated crystal oscillator which uses compensating circuits (usually ther-
mistors) to correct frequency drifts with temperature.
TCXO (digital) = temperature-compensating oscillator which uses a microprocessor or look-up tables to correct
frequency drifts with temperature.
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8.13 Phase lock loops

8.13.1 Introduction
The necessity for stable, low noise, power oscillators at very high frequencies has led to
many innovative oscillator design systems. Consider the case where a stable, low noise 3.6
GHz oscillator is required for a transmitter. Ideally we would like to use a crystal oscilla-
tor operating at 3.6 GHz. However, this is not possible because the maximum operating
range for a crystal oscillator is about 300 MHz.

One way of producing the 3.6 GHz signal would be to use the scheme shown in Figure
8.16 where a 300 MHz oscillator is fed into a cascade of frequency multipliers8 which
amplify and select various harmonics of 300 MHz signal to produce the final 3.6 GHz.
This method is expensive, requires a lot of circuit adjustment and is relatively inefficient.
However, it can be used and is still in use particularly at frequencies which cannot be easily
amplified. The great disadvantage of this method is that frequency multiplication increases
unwanted f.m. noise and the oscillator output is generally noisy.

Another method of producing this signal would be to use a voltage-controlled LC oscil-
lator at 3.6 GHz, divide its frequency, and compare its divided frequency against a refer-
ence crystal oscillator through a frequency or phase comparator which then emits a
controlling voltage to shift the frequency back to the desired frequency. Such an arrange-
ment is shown in Figure 8.17. This system is the basis of phase locked loop systems which
we will now discuss more extensively.

380 Oscillators and frequency synthesizers

8 A frequency multiplier can be made by over-driving an amplifier with a large signal so that the amplifer
limits and produces a quasi-square waveform output. Fourier analysis tells us that a square waveform consists of
many harmonics and we can select the desired harmonic to give the required signal.

Fig. 8.16 Producing a crystal controlled high frequency signal

Fig. 8.17 A simple phase lock oscillator system

Da Silva Part 8  15:2:2001 10:28 am  Page 380



8.13.2 Elements of a phase locked loop system
The block diagram of the basic phase locked loop (PLL) is shown in Figure 8.18. The
phase detector, or phase comparator, compares the phase of the output waveform from the
voltage-controlled oscillator with the phase of the r.f. reference oscillator. Their phase
difference causes an output voltage from the phase detector, and this output voltage is fed
to a low pass filter which removes frequency components at and above the frequencies of
the r.f. input and the VCO. The filter output is a low frequency voltage which controls the
frequency of the VCO.

When the loop is ‘in lock’, the phase difference has a steady value, which causes a d.c.
voltage output from the filter. This d.c. voltage is sufficient to cause the VCO output
frequency to become exactly equal to the input frequency. The two frequencies must be
synchronised, otherwise there will be a continually-changing phase difference, the VCO
input voltage will not be steady, and the loop will not be locked. Thus the loop ‘locks onto’
the reference frequency. Once the loop has locked, the reference frequency may vary, and the
VCO output will follow it, over a range of frequencies called the hold-in range. That is the
PLL will stay in lock, providing the output frequency does not fall outside the hold-in range.

In the following sections, we will look at each of the components of the PLL in turn,
followed by the closed loop frequency response and step response.

8.13.3 The phase detector
The basic principle behind phase detection is signal multiplication. Figure 8.19 shows the
principle using an ideal analogue multiplier. The VCO output voltage is represented by vv
= sin wvt where wv is its angular frequency. The reference input signal is an unmodulated
carrier vr sin (wrt + f) where wr is the input angular frequency and f is its relative phase to
vv at t = 0. The multiplier output is

vr vv = sin (wrt + f) sin wvt (8.37)

A little trigonometry9 shows that

vr vv = sin (wrt + f) sin wvt
= 0.5 {cos[(wr – wv)t + f] – cos (wr + wv)t + f}

Phase lock loops 381

9 cos (A – B) = cos A cos B + sin A sin B and cos (A+B) = cos A cos B – sin A sin B and subtracting the two
equations yields

cos (A – B) – cos (A + B) = 2 sin A sin B or sin A sin B = 0.5 [cos (A – B) – cos (A + B)]

Fig. 8.18 The basic phase locked loop

Phase
comparator
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The low pass filter removes the sum frequency (wr + wv) and the oscillator frequencies,
leaving the difference–frequency component:

vf = 0.5{cos[(wr – wv)t + f]} (8.38)

When the loop is in lock, the VCO frequency becomes equal to the reference input
frequency and wr = wv and Equation 8.38 becomes

vf = 0.5[cos f] when locked (8.39)

This is a d.c. level proportional to the cosine of the phase difference (f) between the two
signals at the input of the phase detector. Figure 8.20 shows the variation of this voltage
with phase difference.

The sensitivity of Figure 8.20 is defined as rate of filter d.c./phase difference. It is maxi-
mum at points A and B when the phase difference between the two signals is è90° and
minimum at point C where the phase difference is zero. It follows that if we want maxi-
mum sensitivity, then the reference oscillator and the VCO should be out of phase by 90°.
For the sake of clarity, let us choose point A. For this point we see:

• filtered d.c. output is zero for f = –90°
• filtered d.c. output is positive for –90° < f < 0°
• filtered d.c. output is negative for –180° < f < –90°

382 Oscillators and frequency synthesizers

Fig. 8.19 Multiplication of two sine waves

Fig. 8.20 Phase detector output when locked
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Assume that the reference input frequency is constant. When the VCO drifts so that the
relative phase shift –90° < φ < 0°, a positive voltage will be generated for its frequency
correction. When the VCO drifts in the opposite direction so the phase shift is –180° < φ
< –90°, a negative voltage will be generated for frequency correction. If the VCO is
designed for the right sense of correction, it follows that the filter d.c. output voltage will
keep the phase and hence the frequency constant.

8.13.4 Types of phase detectors
In practice, analogue multipliers are seldom used as phase detectors, because there are
simpler circuits which can achieve the same overall result cheaper and faster. However, the
theory of the analogue multiplier applies to these circuits too. We will now examine two
basic phase detectors: the analogue switch, and the digital type.

Analogue switch type
One typical analogue switch phase detector is shown in Figure 8.21. In this circuit, the
principle of operation described earlier is carried out by multiplying the two signals as
described earlier. Vr remains the reference input signal, but part of the VCO signal is used
to produce a square wave which switches the diodes ON and OFF when the square wave-
form is 1 and 0 respectively. Since a square wave is composed of a series of sine waves, it
is apparent that the multiplication process is obtained and if a low pass filter is used after
vo, we will get the required d.c. term for VCO control as before.

Digital phase detectors
Digital phase detectors have both inputs in the form of digital waveforms. Typically, they
use digital logic circuitry, such as TTL or CMOS.

The AND gate type
The most obvious digital equivalent of the analogue multiplier is an AND gate, as shown
in Figure 8.22(a). For the AND gate, with logical inputs A and B, the output is given by Y
= A.B. So, when the two input square waves have the same frequency and are in phase, the
average output voltage is maximum and equal to half the logic 1 output voltage (Vo).
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Fig. 8.21 Analogue type phase detector
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Figure 8.22(b) shows input square waves with various amounts of phase shift and corre-
sponding output waveforms.

Figure 8.22(c) shows that, with input signals of the same frequency, the average output
voltage varies linearly with the phase (f). The filter output10 voltage (vd), when the loop is
locked, is

vd = (V1/2)(1 + f/p) for –p < f < 0 (see slope side A)

and

vd = (V1/2)(1 – f/p) for 0 < f < p (see slope side B)

384 Oscillators and frequency synthesizers

10 The filter output voltage (vd) is defined as the output voltage from the detector after removal of the oscilla-
tor and sum frequencies.

Fig. 8.22 The AND gate digital phase detector: (a) AND gate phase detector; (b) input and output waveforms for
different phase shifts; (c) filter d.c. output versus phase difference, with locked loop

(a)

(b)

(c)
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This function, which peaks at f = 0, is analogous to the cosine function of the analogue
multiplier, which also peaks at f = 0.

Note: Although an AND gate has been featured in this case, you should be aware that it
is also possible to use a NAND gate or an exclusive-OR gate as a phase detector but expect
phase inversion in the output signal.

Gain sensitivity of the AND gate
The gain sensitivity or gain (kf) of a phase detector is defined as output voltage change
(vd)/phase difference (qe) change or

∆vd
kf = —— (8.40)

∆θe

Using the same definition for Figure 8.22 we obtain for an AND gate

0.5Vo
kf = ——— (8.40a)

p

The sign of kf is dependent on the point used for the definition. If you use point A in Figure
8.22(c), you will get a positive slope and hence a positive value for kf whereas point B will
give a negative slope and a negative value for kf.

The flip-flop type phase detector
In some applications of the phase locked loop, one or the other of the digital inputs to the
phase detector may not be a square wave. For instance one input may come from the
output of a counter used as a frequency divider, whose output waveform has a mark:space
ratio which changes when the division factor is changed. Such a waveform is not suitable
for use with the AND gate or the EX-OR gate. An alternative, which avoids this disad-
vantage, is the flip-flop. This is shown in Figure 8.23(a). Here, rising edges of one input
set the output (Q) to logical 1, and rising edges of the other input reset the output (Q) to
logical 0, as shown in the waveforms of Figure 8.23(b). You should see that the average
output vd varies with f as in Figure 8.23(c) and not with the mark: space ratios of the input
waveforms.

Gain sensitivity of the flip-flop detector
The gain sensitivity or gain (kf) of Figure 8.23 is defined as

Vo
kf = —— (8.41)

2p

The sign of kf is dependent on the point used for the definition. If you use slope B in Figure
8.23(c), you will get a positive slope and hence a positive value for kf whereas point A will
give a negative slope and a negative value for kf.
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8.13.5 The filter
The purpose of the filter is to remove the two oscillator frequencies ƒr and ƒVCO and the
sum frequencies so that they do not cause instabilities in the loop system. The low pass
filter is a simple RC network. In many applications it is a simple first-order single lag filter
comprising just a series resistor followed by a shunt capacitor.

In some cases a lower frequency single lag filter is used for loop compensation. In other
cases a slightly more complicated lag-lead RC network is used. Loop compensation is
discussed further in the section on closed-loop response.

8.13.6 The d.c. amplifier
In many cases, the output from the phase detector is not sufficient to control the voltage-
control led oscillator (VCO); therefore some form of d.c. amplification is necessary. Figure
8.24 shows three voltage gain amplifiers and their gain (volts out/volts in) parameters kA
= vo/vi.

386 Oscillators and frequency synthesizers

Fig. 8.23 A set–reset (SR) flip-flop used as a phase detector, with triggering on the rising edges of the input wave-
form: (a) set–reset flip-flop; (b) input and output waveforms; (c) average output voltage versus phase difference

(a)

(b)

(c)
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For Figure 8.24(a)

kA ≈ –Rc/Re (8.42)

For Figure 8.24(b)

kA ≈ –Rf/R1 (8.43)

For Figure 8.24(c)

kA ≈ (Rf + R1)/R1 (8.44)

The bandwidth of the d.c. amplifier must be very high when compared to the loop band-
width (explained later) otherwise loop instability will occur.

8.13.7 The voltage-controlled oscillator (VCO)
The sine wave VCO described in Section 8.10 is a suitable oscillator for use in phase
locked loops, but other types such as the digital type oscillator shown in Figure 8.25 can
also be used. The sine wave type is used as the oscillator in r.f. transmitters, and as local
oscillators in radio and television receivers and as synthesised oscillators in mobile phones
and signal generators. In these applications a pure sine wave is the ideal. With varactor
diode type oscillators, the relation between the oscillator frequency and the control volt-
age is chiefly dependent on the chosen varactor and its direction of connection. Most
varactors vary their capacitance as Va where a can range from 0.5 to 3.
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Fig. 8.24 (a) Common emitter; (b) inverting op-amp; (c) non-inverting op-amp

Fig. 8.25 Digital free-running multi-vibrator with voltage-controlled frequency
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The linear, square wave type of VCO is suitable for use in a PLL system used for
frequency demodulation. This is done at the receiver intermediate frequency, so no great
strain is made on the operating frequency of the digital circuitry. If the loop is in lock, then
the VCO frequency must be following the input frequency. In this case the VCO’s control
voltage, which is also the demodulated output from the loop, is linearly related to the
frequency shift and, hence, to the original frequency modulation.

Gain sensitivity of a VCO
The gain sensitivity of a VCO is defined as

ko = dƒ/dvc (8.45)

where

dƒ is the change in VCO frequency 
dvc is the change in control voltage vc

Frequency of a VCO
If we define ƒFR as the free-running frequency of a VCO when there is zero correction volt-
age from the phase detector, and assume oscillator control linearity, then by using Equation
8.45 we can describe the frequency (ƒ) of the VCO as

ƒ = ƒFR + Dƒ = ƒFR + kovc (8.46)

Some VCOs are designed for a control voltage centred on 0 V, at which point they gener-
ate their ‘free-running’ frequency, ƒFR. This is shown in Figure 8.26(a). For a linear type
VCO, the output frequency is given by

ƒ = ƒFR + kovc (8.46a)

Positive control voltages may increase the frequency, and negative ones decrease it, result-
ing in a positive value for ko; or the converse may be true with ko negative.
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Fig. 8.26 Transfer characteristics of linear VCOs: (a) vc = 0 for ƒFR and a positive control slope; (b) vc ≠ 0 for ƒFR and
a negative control slope
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Other VCOs have a control voltage range centred on a non-zero voltage. Figure 8.26(b)
shows an example of this type of transfer characteristics. In this case and because of the
negative slope

ƒ = ƒFR – kovc (8.46b)

Note: In each case, the slope of the characteristic ∂ƒ/∂vc gives ko.

8.13.8 Loop gain and static phase error
At this stage, it would be prudent if we consolidate what we have discussed using the
diagram shown in Figure 8.27. For clarity of understanding, we will consider the PLL
initially as locked and tracked. Later we will consider how the PLL becomes locked. In
Figure 8.27, each block has its own gain parameters. From Equation 8.40, we know that
the phase detector develops an output parameter (vd) in response to a phase difference (qe)
between the reference input (ƒi) and the VCO frequency (ƒo). The transfer gain (kf) has
units of volt/radians of phase difference.

At this locked stage, the main function of the filter is simply to remove ƒi, ƒo and the
sum of these frequencies. We will temporarily ignore the parameters of the filter in the
dashed block of Figure 8.27 because in the locked state, the filter has a parameter of unity.

The amplifier has a gain of kA and its unit of gain (Vo/Vd) is dimensionless. Thus Vo =
kAvd. The VCO free-running frequency is ƒFR. The VCO frequency (ƒo) will change in
response to an input voltage change. The transfer gain (ko) has units of Hertz/volt.

The loop gain (kL) for this system is simply the product of the individual blocks:

kL = kf kAko (8.47)

The units for kL = (v/rad) (v/v) (Hz/v) = Hz/rad.
In the diagram ƒi is the input reference frequency to the phase detector and the system

is in the locked stage. If the frequency difference before lock was Dƒ = ƒi – fFR, then a volt-
age vc = Dƒ/ko is required to keep the VCO frequency equal to ƒi. The amplifier must
supply this vc so its input must be vc/kA and this is the output voltage (Vd) required from
the phase detector.

Summing up

vd = vc/kA = (Dƒ/ko)/kA = Dƒ/(kokA) (8.48)
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Fig. 8.27 Basic phase lock loop
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To produce vd, we would need a phase difference error of qe radians between ƒi and ƒo
because kf = vd/qe or vd = kfqe and substituting this in Equation 8.48 yields

qe = Dƒ/(kokAkf)

and using Equation 8.47, we get

Dƒ Dƒ
qe = ——— = —— (8.49)

kokAkf kL

8.13.9 Hold-in range of frequencies
The hold-in range of frequency (Dƒ in Equation 8.49) is defined as the frequency range
within which the VCO can drift before it becomes out of lock and stops being controlled
by ƒi. In practical circuits, the hold-in frequency range is limited by the operating range
of the phase detector because the VCO has a much wider frequency range of operation.

In all of the types of phase detector described in Section 8.13.4, except for the flip-flop
type, the useful phase–difference range is limited to èp/2. Outside this range, the slope of
the phase detector’s characteristic changes, altering the loop feedback from negative to
positive, and causing the loop to lose lock. So the static phase error qe is limited to èp/2.
Re-arranging Equation 8.49 for qe we get

Dƒ = qekL (8.50)

For the AND gate type phase detector, where qe has its maximum possible value of èp/2,
Dƒ is the maximum possible deviation, Dƒmax = (èp/2)(kL) and its hold-in range = èp/2 ×
(d.c. loop gain). For the flip-flop type, the static phase error (qe) is limited to èp, and its
hold-in range = èp × (d.c. loop gain).

Again from Equation 8.50, you can see that if you want a wide hold-in frequency range,
then you should increase the loop gain (kL). This is true but care should be exercised in
doing this because too high a loop gain will result in loop instability. Let us now consoli-
date our thoughts by carrying out Example 8.5.

Example 8.5
Example 8.5 summarises much of the information acquired on PLL at this stage. Figure
8.28 provides enough information to calculate the static behaviour of a phase locked loop.
Calculate (a) the voltage gain (ka) for the op-amp, (b) the loop gain (kL) in units of
second–1 and in decibels (w = 1 rad/s). (c) With S1 open as shown, what is observed at vo
with an oscilloscope? (d) When the loop is closed, determine: (i) the VCO output
frequency; (ii) the static phase error (qe) at the phase comparator output; (iii) Vo. (e)
Calculate the hold-in range Dƒ (assume that the VCO and op-amp are not saturating). (f)
Determine the maximum value of vd.

Solution

(a) Using Equation 8.44

kA = (Rf/R1) + 1 = (9 kΩ/1 kΩ) + 1 = 10
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(b) Using Equation 8.47

kL = kfkAko = (0.12 v/rad)(10)(–40 kHz/v) = –48 000 Hz/rad

48 000 cycles/sec      48 000 cycles/sec
= ———————— = ————————

rad                     cycles/(2p)

= [2p × 48 000] s–1 = 301 593 s–1

and in terms of dB at 1 rad, we have

kL = 20 log (301 593) ≈ 109.6 dB at 1 rad/s

(c) With S1 open, there is no phase lock. If we assume that ƒo, ƒi and the sum frequencies
have been removed by the filter, then all that will be seen is the beat or difference
frequency ƒo – ƒi = 120 kHz – 100 kHz = 20 kHz.

(d) (i) When the loop is closed and phase locked, then by definition ƒo = ƒi and since ƒi
= 100 kHz, it follows that ƒo = 100 kHz. There is no frequency error but there is
a phase error between the two signals.

(ii) The free-running frequency fFR of the VCO = 120 kHz. For the VCO output to be
100 kHz, we transpose Equation 8.45 to give

Vo = Dƒ/ko = (100 – 120) kHz/(–40 kHz/V) = 0.500 V

We want vd, the input to the amplifier whose gain = 10. Using Equation 8.48

vd = vo/kA = 0.5 V/10 = 0.050 V

Finally, using Equation 8.40 and transposing it, we obtain

qe = vd/kf = 0.050 V/0.12 V/rad = 0.417 radians

Alternatively, we could have used Equation 8.49 where
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Fig. 8.28 Closed loop system

ko = –40 kHz/v
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Dƒ (100 – 120) kHz
qe = ————= ————————————— = 0.417 rad

kokAkf (–40 kHz/V)(0.12 V/rad) (10)

(iii) Vo was calculated in (ii) as 0.500 V d.c.
(e) Since the VCO and op-amp are assumed not to be saturating, then the limitation will

obviously depend on the phase detector output. Clearly vd can only increase until vd
→ vmax = A, at which point qe = p/2. Beyond this point, vd decreases for increasing
static phase error, and the phase detector simply cannot produce more output voltage
to increasing ƒo, and the loop breaks lock. The total hold-in range is èp/2 or p radi-
ans. The total hold-in frequency range between these two break-lock points can be
found by using Equation 8.50:

Dƒ = qekL = (p) (–40 kHz/V)(0.12 V/rad)(10) = 48.00 kHz

In the answer, I have dropped the minus sign because we are only interested in the
frequency range.

(f) At the frequency where qe = p/2, we have vd(max) = A. Therefore

vd = kfqe = 0.12 V/rad × p/2 rad = 0.188 V d.c.

This example shows clearly the conditions existing within a phase locked loop system
when it is in lock.

Summary. Example 8.5 has shown clearly what happens in a phase locked loop when it
is in lock. Certain facts are required to make a PLL function correctly.

• The sensitivity of the phase locked loop detector (kf) must be known. It can be obtained
from measurement or calculation.

• The amplifier gain (kA) must be known. This can be obtained by calculation or measure-
ment.

• The sensitivity of the VCO must be known. The usual way to obtain this is by measurement.
• The hold-in range (Dƒ) must be known or measured.
• If the oscillator drifts outside this range either due to noise, instability, temperature, etc.,

then the phase locked loop will be erratic and will break lock and behave like a free-
running oscillator.

The above conditions are basic to a phase locked loop when it is in a hold-in range situation.

Lock-in range
The lock-in range is defined as the range of input frequencies over which an unlocked loop
will acquire lock. If ƒh and ƒL are respectively the highest and lowest frequencies at which
the loop will attain lock, then

lock-in range = ƒh – ƒL

The lock-in range is usually smaller than the hold-in range. In practice when loop-lock is
lost, the PLL generates a saw-tooth wave to sweep the VCO in the hope that lock-in may
be re-captured.

There are many problems to be considered in acquiring frequency-lock. These include
frequency sweep range, step response time, loop bandwidth frequency response, loop
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bandwidth gain, and the response of the individual components to the sweep range. The
VCO phase response is important because its phase gain falls off with an increase in
frequency sweep. The loop filter is also extremely important because it determines the step
response time and hence the settle-time of the VCO to its new frequency.

The PLL is a very complicated system and to properly design such a system, the
designer has to take into account many of the problems mentioned above. We do not
propose to do it here because we have achieved our aim of showing the principles of a
phase lock loop system. However, if you want an extensive source of material that covers
phase lock loop design techniques, consult F. M. Gardner’s Phaselock Techniques.11

8.14 Frequency synthesizers

8.14.1 Introduction
A frequency synthesizer is a variable-frequency oscillator with the frequency stability of a
crystal-controlled oscillator. Synthesizers are used in radio transmitters and receivers
because of their output signal stability which is essential in today’s narrow band commu-
nication systems. In fact, modern communication systems cannot exist without them.

Two basic approaches are used in the design of synthesizers. They are the direct method
and the indirect method. The direct method generates the output signal by combining one or
more crystal-controlled oscillator outputs with frequency dividers/comb generators, filters
and mixers. The indirect method utilises a spectrally pure VCO and programmable phase
locked circuitry. Although slower than the direct approach and susceptible to f.m. noise on
the VCO, indirect frequency synthesis using the phase lock loop principle is less expensive,
requires less filtering, and offers greater output power with lower spurious harmonics.

8.14.2 The direct type synthesizer
This type uses no PLLs or VCOs, but only harmonic multipliers, dividers and filters. It
may use only one crystal oscillator, with multiple harmonic multipliers and dividers, or it
may use several crystal oscillators. An example of the single crystal type is shown in
Figure 8.29. The 1 MHz crystal oscillator is followed by a harmonic multiplier, or comb
generator. This is a circuit which ‘squares-up’ the signal from the crystal oscillator to
generate a train of pulses, rich in harmonics of the crystal frequency. It is called a comb
generator because its frequency spectrum resembles a comb. Harmonic selector filter 1
(HSF 1) allows harmonics of the 1 MHz signal to appear at 1 MHz intervals. Hence, by
adjusting the filter, it is possible to get frequencies of 1, 2, 3, 4, etc. MHz. This selection
of 1 MHz is rather a coarse adjustment.

The second output of the 1 MHz crystal oscillator is divided down to 100 kHz, fed to
another comb generator and into harmonic selector filter 2 (HSF 2). This filter allows 100
kHz harmonics to pass throught it. The harmonic selected is dependent on the setting of
the filter.

The two outputs from harmonic selector filter 1 and harmonic selector filter 2 are then
mixed to produce sum and difference frequencies, amplified and filtered through the
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11 Gardner’s book (1966) is published by John Wiley & Sons. It is old but it remains the classic on phase lock
techniques.
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output filter. For example, if an output frequency of 6.5 MHz is required. The 6th harmonic
of 1 MHz will be selected by (HSF 1), i.e. 6 MHz, and the 5th harmonic of 100 kHz will
be selected by (HSF 2), i.e. 500 kHz. The two frequencies are fed into the mixer to produce
sum 6.5 MHz and difference frequency 5.5 MHz. The four signals, 500 kHz, 5.5 MHz, 6
MHz and 6.5 MHz, are amplified but the switchable output filter rejects all but the desired
6.5 MHz signal.

The frequency resolution can be improved still further by adding further divider, comb
generator and filter sections. For instance, a second decade divider and comb generator
would provide 10 kHz steps, selectable by a second filter. Its output would be mixed with
the output of the 100 kHz step filter in a second mixer, whose output would be filtered to
select the sum or difference frequency. This would then be mixed with the selected 1 MHz
step in the first mixer. Thus this circuit would provide frequencies up to 10.99 MHz, with
10 kHz resolution.

The biggest disadvantage of such a system is that it places stringent requirements on the
output filter. This is because, in some cases, the sum and difference frequencies can differ
by very little and selecting one frequency and rejecting the other means extremely steep
filter slopes.

Example 8.6
A synthesizer with four decade divider, comb generator and harmonic filter sections has a
crystal oscillator frequency of 10 MHz. State the frequency which could be selected by
each section to produce a final output at 75.48 MHz, assuming the sum frequency is
selected from each mixer output. State also the frequencies at the output of each mixer, and
the frequency selected by the filter following each mixer.

Solution. Assuming that the sum frequency is selected from each mixer output, the
frequencies are:
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Fig. 8.29 An early direct frequency synthesizer
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Section 1: 70 MHz
Section 2: 5 MHz
Section 3: 400 kHz
Section 4: 80 kHz

Mixer 3: (400 è 80) kHz = 480 kHz and 320 kHz
After filter 3: 480 kHz
Mixer 2: (5 è 0.48) MHz = 5.48 MHz and 4.52 MHz
After filter 2: 5.48 MHz
Mixer 1: (70 è 5.48) MHz = 75.48 MHz and 64.52 MHz
After filter 1: 75.48 MHz

8.14.3 Direct digital waveform synthesis
The system described in Section 8.14.2 is clumsy and is seldom used today. This is a more
recent technique which synthesises a sine wave digitally. The basic principle is illustrated
in Figure 8.30. Values of the sine function, at regularly-spaced angular intervals over one
complete cycle, are stored digitally in a look-up table, typically in ROM. The values are
clocked sequentially out of the look-up table to a digital-to-analogue convertor and via a
filter to the output. The filter removes clock-frequency components.

The output frequency ƒo = ƒc/S, where ƒc is the clock frequency and S is the number of
samples per cycle stored in the look-up table. So the output frequency is determined by the
clock frequency. This can be changed by changing the division factor of the program-
mable counter, which divides the crystal oscillator frequency ƒref by the factor N. Thus the
output frequency is ƒo = ƒref/S N. The value of S must be at least 4, but preferably 10 or
so, unless complicated tuneable analogue filtering is used, which would defeat the object
of the cheap digital chip.

Clearly, this type of synthesizer cannot produce frequencies much higher than, say, 100
MHz because the clock must run at S times the output frequency, and the fast test digital
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Fig. 8.30 Basic direct synthesizer using sinusoidal waveform synthesis
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circuits limit is currently about 2 GHz. In practice, a look-up table in such fast circuitry is
currently too expensive, and the digital technique’s cost advantage is realised only at lower
frequencies.

8.14.4 Indirect synthesizers (phase-lock types)
These synthesizers use phase lock loops to control voltage-controlled oscillators, with good
spectral purity, at frequencies locked to harmonics or sub-harmonics of crystal oscillators.

Single loop type
The simplest example is the single loop type of Figure 8.31 where a digital counter type
frequency divider, set to divide by a programmable factor N, follows the VCO. The loop keeps
the divider’s output frequency equal to the crystal frequency (ƒref) so the output frequency
from the VCO is an integer multiple (harmonic) of the crystal frequency: ƒo = Nƒref.

The output frequency can be changed by changing the division factor N of the divider.
The highest output frequency is ƒo = Nmaxƒref, where Nmax is the maximum division capac-
ity of the counter. The frequency resolution, which is the minimum output frequency step
size, is equal to the crystal frequency ƒref.

All the previous analysis of PLLs applies to this loop, but with the added complication
that the loop gain is divided by the factor N, so the loop gain changes as the output
frequency is changed. Because of this, the loop filter must be designed to maintain loop
stability in the worst case. As the output frequency is raised, N is increased, which lowers
the loop gain and the loop crossover frequency. So, if a lead-lag filter is used, its break
points must be chosen well below the lowest loop crossover frequency, which is obtained
at the highest output frequency.

The simple single loop synthesizer of Figure 8.31 cannot produce output frequencies
any higher than can he handled by the digital divider. With moderately-priced TTL-variant
programmable counters, this limits the frequency to the order of 100 MHz.

Pre-scaling
A simple modification called pre-scaling enables higher frequency VCOs to be used.
Figure 8.31 shows an example. This synthesizer is used to generate the local-oscillator
frequency for a UHF television receiver. The broadcast vision carriers12 have frequencies
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12 Television channels and television channel spacing differ in different parts of the world and you should only
take this frequency as representative.

Fig. 8.31 Basic PLL synthesizer
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from 471.25 to 847.25 MHz, spaced at exactly 8 MHz intervals. With a receiver vision i.f.
of 39.75 MHz, the local oscillator must be tuneable over the range 511 to 887 MHz,
assuming it works above the carrier frequency.

The pre-scaler is a high speed divider using ECL or Gallium Arsenide (GaAs) circuitry,
which can work at these frequencies. It divides by a fixed factor M. The output frequency
is now ƒo = MNƒref, and the frequency resolution is increased to Mƒref. We still have ƒo =
(N × resolution), as with the simple loop.

The poorer resolution is not a problem in this case, because the TV channels are spaced
8 MHz apart. However, 8 MHz does not divide integrally into the required local-oscillator
frequencies, so a frequency resolution must be chosen which does. The highest such
frequency is 1 MHz, so this is the choice for the resolution, although of course the chan-
nel control logic will restrict N to selecting just channel frequencies at 8 MHz intervals. A
value of 64 is chosen for M, to reduce the highest local-oscillator frequency down to less
than 20 MHz so that a cheap, low power TTL or CMOS chip can be used for the variable
divider. Since resolution = Mƒref, we have 1 MHz = 64ƒref, making ƒref = 15.625 kHz. This
is best obtained from a cheap, higher frequency crystal and divider, such as a 1 MHz crys-
tal with a divide-by-64 counter.

Example 8.7
Calculate the values of N to produce the lowest and the highest required local-oscillator
frequencies.

Solution

ƒo = MNƒref = resolution

Also

ƒo = N × resolution = N × 1 MHz and N = ƒo/1 MHZ
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Fig. 8.32 A PLL synthesizer using pre-scaling, for generating the local-oscillator signal for a television receiver
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The lowest local-oscillator frequency is 511 MHz, so N = 511. The highest local-oscilla-
tor frequency is 887 MHz, so N = 887.

8.14.5 Translation loops: frequency offset using heterodyne 
down-conversion

Another technique for avoiding the need for a VHF programmable divider is to translate
the output frequency down to a lower frequency by mixing with a stable ‘offset’ oscillator.
Figure 8.33 shows the principle. The balanced mixer output contains the sum and differ-
ence frequencies, ƒo + ƒosc and ƒo – ƒosc, is of the same order as ƒo then (ƒo + ƒosc) is much
greater than (ƒo – ƒosc), and a simple low pass filter following the mixer can remove the
sum easily, leaving only the difference frequency at the input to the divider. The loop
containing the frequency-translation circuitry is called a translation loop.

In the example shown in Figure 8.33, the synthesizer is used as the local oscillator for
a VHF FM receiver. The carrier signal band is 88.0–108.0 MHz, and the i.f. is 10.7 MHz
so, with the local-oscillator frequency above the received frequency, the synthesizer must
tune from 98.7 to 118.7 MHz. With ƒosc = 80 MHz, the divider input frequency (ƒo – ƒosc)
ranges from 18.7 to 38.7 MHz. The required resolution is 50 kHz, so the reference
frequency is chosen as 50 kHz. This could be obtained by dividing from a 1 MHz crystal.
In that case the 80 MHz source would be a separate crystal. Alternatively, one crystal oscil-
lator running at 16 MHz could have its frequency multiplied and the appropriate harmonic
(the fifth in this case) selected for the offset source, and its frequency divided for the refer-
ence source.

Example 8.8
Calculate the lowest and highest values of the division factor N of the divider in the
loop.
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Fig. 8.33 A PLL synthesizer using an offset oscillator to generate the local oscillator for a VHF FM receiver
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Solution. The lowest frequency at the divider input is 18.7 MHz and the divider output is
50 kHz, so in this case N = 18.7 MHz/50 kHz = 374. The highest frequency at the divider
input is 38.7 MHz, so in this case N = 774.

8.15 Summary

This part has been mainly devoted to the more popular types of oscillators. The configu-
rations discussed have included the Wien, phase shift, Hartley, Colpitts, Clapp, crystal and
the phase locked loop. Frequency synthesizers and their basic operating configurations
have also been shown. Oscillator design, particularly phased lock loop synthesizers, is a
specialist subject but the information presented in this chapter has provided sufficient
background information to allow further study.
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9

Further topics

9.1 Aims

The primary aim of this chapter is to provide an introduction to signal flow graph analysis
so that you will be able to analyse more complicated networks and to follow more advanced
publications and papers. The secondary aim of this chapter is to offer you some comments
on the use of small software packages in high frequency and microwave engineering.

9.2 Signal flow graph analysis

9.2.1 Introduction
Occasions often arise where a network is extremely cumbersome and difficult to under-
stand, and it is hard to solve the circuit parameters by algebraic means. In such cases,
signal flow graph analysis is used to help understanding, and to reduce circuit complex-
ity until it can be handled easily by more conventional algebraic methods.

Signal flow analysis is used as a means of writing and solving linear microwave
network equations. It is direct and relatively simple; variables are represented by points
and the inter-relations between points are represented by directed lines giving a direct
picture of signal flow. The easiest way to understand signal flow manupulation is by exam-
ples and in the following sections, we will show you several methods of applying signal
flow analysis.

You are already familiar with Figure 9.1 which was used when we introduced you to

Fig. 9.1 General microwave two-port network showing incoming and outgoing waves
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scattering parameters. Figure 9.1 gives a semi-pictorial view of s-parameters. An alterna-
tive representation of Figure 9.1 is shown in Figure 9.2. This figure is often used in signal
flow analysis because of its greater simplicity. Figure 9.2 shows a two-port network with
wave a1 entering port 1 and wave a2 entering port 2. The emerging waves from the corre-
sponding ports are represented by b1 and b2.

Figure 9.3 is a signal flow graph representation of Figure 9.2. In Figure 9.3 each port is
represented by two nodes. Node an represents the wave coming into the device from another
device at port n and node bn represents the wave leaving the device at port n. A directed
branch runs from each a node to each b node within the device. Each of these branches has
one or more scattering coefficients associated with it. The coefficient/s shows how an
incoming wave gets changed to become an outgoing wave at the node b. Scattering coeffi-
cients are complex quantities because they represent both amplitude and phase changes
associated with a branch. The value of a wave at a b node when waves are coming in at both
a nodes is the superposition of the individual waves arriving at b from each of the separate
a nodes.

As you already know the relationship of the emergent waves to incident waves is writ-
ten as the linear equations

b1 = s11a1 + s12a2 (9.1)

b2 = s21a1 + s22a2 (9.2)

These are called scattering equations and the smns are the scattering coefficients.
By comparing Equations 9.1 and 9.2 and Figure 9.3 it is seen that s11 is the reflection

coefficient looking into port 1 when port 2 is terminated in a perfect match (a2 = 0).
Similarly s22 is the reflection coefficient looking into port 2 when port 1 is terminated in
a perfect match (a1 = 0).
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Fig. 9.2 Alternative signal flow graph for a two port network

Fig. 9.3 Signal flow representation of Figure 9.2
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The parameter s21 is the transmission coefficient from port 1 to port 2 when port 2 is
terminated in a perfect match (a2 = 0), and s12 is the transmission coefficient from port 2
to port 1 when port 1 is terminated in a perfect match (a1 = 0).

Networks are cascaded by joining their individual flow graphs as in Figure 9.4. Note
how a′2 is synonymous with b2 and how b′2 is synonymous with a2. This can be shown by
a connecting branch of unity. See Figure 9.4.

9.2.2 Signal flow representation of elements
Some examples of transmission line elements and their equivalent signal flow graphs are
shown in Figures 9.5 to 9.10.

In Figure 9.5, r represents the magnitude of the reflection coefficient. The phase change
produced by the termination is shown as ejfL where fL represents the load phase change in
radians.

Figure 9.6 shows a length of lossless transmission line which has no reflection coeffi-
cient. When compared to the flow graph of Figure 9.7, the s11 and s22 branches have the
value zero or can be left out entirely. The term e–jfL represents the phase change within the
line.

Figure 9.7 shows a detector and k denotes the scalar conversion efficiency relating the
incoming wave amplitude to a meter reading. The meter reading M is assumed calibrated
to take into account the detector law so k is independent of level.
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Fig. 9.4 Cascading of networks

Fig. 9.6 Signal flow graph of a length of lossless transmission line

Fig. 9.5 Signal flow graph representation of a termination

e–jq
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Figure 9.8 shows the signal flow graph for a shunt admittance.

Figure 9.9 shows the signal flow graph for a series impedance.

Figure 9.10 shows a flow graph representation of a generator. In microwave systems, it
is generally more convenient to think of a generator as a constant source of outward trav-
elling wave with a reflection coefficient looking back into the generator output.

9.2.3 Topological manipulation of signal flow graphs
The method of finding the value of a wave at a certain node may be arrived at with a series
of topological manipulations which reduce a flow graph to simpler and simpler forms until
the answer is apparent or until such a stage is reached when Mason’s non-touching rule

Signal flow graph analysis 403

Fig. 9.7 Signal flow graph of a detector

Fig. 9.8 Signal flow graph of a shunt admittance

Fig. 9.10 Signal flow graph of a generator

Fig. 9.9 Signal flow graph of a series impedance
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can be used easily. Mason’s rule will be explained later. Four rules are given for easier
understanding of signal flow manipulations.

Rule I: Branches in series (where the common node has only one incoming and one
outgoing branch) may be combined to form a single branch whose coefficient is the prod-
uct of the coefficients of the individual branches. A typical example of this is shown in
Figure 9.11 where

E2 = S21E1 E3 = S32E2

making

E3 = S32S21E1 (9.3)

Rule II: Two branches pointing from a common node to another common node (branches
in parallel) may be combined into a single branch whose coefficient is the sum of the indi-
vidual coefficients. A typical example of this is shown in Figure 9.12 where

E2 = SAE1 E2 = SBE1

making

E2 = (SA + SB)E1 (9.4)

Rule III: When node n possesses a self loop (a branch which begins and ends at n) of
coefficient Snn the self loop may be eliminated by dividing the coefficient of every other
branch entering node n by (1 – Snn). A typical example of this is shown in Figure 9.13
where the loop S22 at node E2 may be eliminated by dividing the coefficient (S21) entering
the node E2, by (1 – S22).

404 Further topics

Fig. 9.11 Branches in series

Fig. 9.12 Branches in parallel

Fig. 9.13 Reduction of a feedback loop
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Rule IV: A node may be duplicated, i.e. split into two nodes which may be subsequently
treated as two separate nodes, providing the resulting signal flow graph contains, once and
only once, each combination of separate (not a branch which forms a self loop) input and
output branches which connect to the original node. Any self loop attached to the original
node must also be attached to each of the nodes resulting from duplication. A typical
example is shown in Figure 9.14(a) to (e) where a complicated signal flow graph is
reduced to that of a far simpler one.
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Fig. 9.14 Node duplication with a feedback loop: (a) original graph; (b) duplication of node E3; (c) elimination of node
E’3 to form a self loop; (d) duplication of node E2 with self loop; (e) elimination of self loops
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9.2.4 Mason’s non-touching loop rule
Mason’s non-touching loop rule is extremely useful for calculating the wave parameters in
a network. At first glance, Mason’s expression appears to be very frightening and formi-
dable but it can be easily applied once the fundamentals are understood. Some of the
fundamentals relating to this rule have already been discussed in the preceding sections but
for the sake of clarity, some of the material will be repeated in the application of Mason’s
rule to the example given in Figure 9.15 which shows the flow diagram of a network
cascaded between a generator (E) and a load (GL).

When networks are cascaded it is only necessary to cascade the flow graphs since the
outgoing wave from the earlier network is the incoming wave to the next network. In
Figure 9.15, the system has only one independent variable, the generator amplitude (E).
The flow graph contains paths and loops.

A path is a series of directed lines followed in sequence and in the same direction in
such a way that no node is touched more than once. The value of the path is the product
of all coefficients encountered en route. In Figure 9.15, there is one path from E to b2. It
has the value S21. There are two paths from E to b1, namely S11 and S21GLS12.

A first-order loop is a series of directed lines coming to a closure when followed in
sequence and in the same direction with no node passed more than once. The value of
the loop is the product of all coefficients encountered en route. In Figure 9.15, there are
three first-order loops, namely GgS11, S22GL, and GgS21GLS12. A second-order loop is
the product of any two first-order loops that do not touch at any point. In Figure 9.15,
there is one second-order loop, namely GgS11S22GL. A third-order loop is the product
of any three first-order loops which do not touch. There is no third-order loop in Figure
9.15. An nth-order loop is the product of any n first-order loops which do not touch
and so on.

The solution of a flow graph is accomplished by application of Mason’s non-touching
loop rule1 which, written symbolically, is

P1[1 – ∑L(1)(1) + ∑L(2)(1) – ∑L(3)(1) + . . .] + P2[1 – ∑L(1)(2) + ∑L(2)(2) . . . ] + P3[1 – ∑L(1)(3) + . . .]
T = ——————————————————————————————————————————

1 – ∑L(1) + ∑L(2) – ∑L(3) + . . .

(9.5)

406 Further topics

Fig. 9.15 Signal flow representation of a network

1 Do not panic! Detailed examples follow. If you really want to know more about this topic see Mason, S.J.,
‘Feedback theory – some properties of signal flow graphs’. Proc. IRE (41) 1144–56, Sept 1953. See also Mason,
S.J., ‘Feedback theory – further properties of signal flow graphs’. Proc. IRE (44) 920–26, July 1956.
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Here, P1, P2, P3, etc. are the values of all the various paths which can be followed from
the independent variable node to the node whose value is desired.

∑L(1) denotes the sum of all first-order loops. ∑L(2) denotes the sum of all second-
order loops and so on. ∑L(1)(1) denotes the sum of all first-order loops which do not touch
P1 at any point, and so on. ∑L(2)(1) denotes the sum of all second-order loops which do
not touch P1 at any point, the superscript (1) denoting path 1. Similarly, ∑L(1)(2) denotes
the sum of all first-order loops which do not touch P2 at any point and so on. In other
words, each path is multiplied by the factor in brackets which involves all the loops of all
orders which that path does not touch.

T is a general symbol representing the ratio between the dependent variable of interest
and the independent variable. This process is repeated for each independent variable of the
system and the results are summed.

As examples of the application of the rules in Figure 9.15, the transmission b2/E and
the reflection coefficient b1/a1 are written as follows:

b2 S21
—— = ——————————————————— (9.6)

E 1 – GgS11 – S22GL – GgS21GL S12 + Gg S11S22GL

and

b1 S11(1 – S22GL) + S21GLS12 S12S21GL
——= ——————————— = S11 + ———— (9.7)
a1 1 – S22GL                                  1 – S22GL

Note that the generator flow graph is unnecessary when solving for b1/a1, and the loops
associated with it are deleted when writing this solution. It is worth mentioning at this
point that second- and higher-order loops can quite often be neglected while writing down
the solution if one has orders of magnitude for the components in mind.

9.2.5 Signal flow applications
Signal flow graphs are best understood by some illustrative examples.

Example 9.1
Figure 9.16 illustrates a simple system where a generator is connected to a detector. The
signal flow graph for the system is illustrated in Figure 9.17. It is made up from the basic
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Fig. 9.16 Generator and detector system

Fig. 9.17 Signal flow graph for system of Figure 9.16
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building blocks of the generator and detector illustrated in Figures 9.7 and 9.10. The phase
of the generator is not considered for ease of understanding.

By inspection, and by using Rules I and III, you can readily see that

1
M1 = Eg [————] k (9.8)

1 – ρgρd

Example 9.2

Figure 9.18 depicts the case where a two port network is placed between the generator and
the detector. The signal flow graph of Figure 9.19 is again made up from the basic build-
ing blocks of Figures 9.3, 9.7 and 9.10. Note particularly that we have used the signal flow
graph of Figure 9.3 for the two-port network but for ease of working have replaced the S-
parameters, s11, s21, s22, s12, with r1, T, r2, T, respectively.

In Figure 9.20, nodes (2) and (4) have been duplicated into nodes (2′), (2″), (4′), (4″)
by Rule IV.

Figure 9.21 follows from the sequence of manipulations below.

1 Eliminate node (4′) by Rule I giving a self loop at node (3) of the value ρd ρ2.
2 Eliminate this self loop by Rule III changing the value of the branch node (1) to node

(3) from T to T/(1 – ρd ρ2).
3 Eliminate node (2′) by Rule I giving a self loop at node (1) of value ρg ρ1.
4 Eliminate this self loop by Rule III changing the value of the branch leading from the

generator to 1/(1 – ρg ρ1) and also changing the branch from node (2″) to node (1) to
ρg/(1 – ρg ρ1).
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Fig. 9.18 Generator, two-port network and detector

Fig. 9.19 Signal flow graph of system of Figure 9.18

Fig. 9.20 Simplification process 1

M1
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5 Eliminate nodes (2″) and (4″) giving a branch from node (3) to node (1) of value
(Tρgρd)/(1 – ρg ρ1).

Figure 9.22 shows the duplication of node (3) into nodes (3′) and (3″).

Figure 9.23 shows the signal flow graph which results from eliminating node (3″) by
Rule I and then eliminating the resulting self loop at node (1) by Rule III.

In Figure 9.23, there now exists a single path from Eg to M2 and nodes (1) and (3) can
be eliminated by Rule 1 yielding:

which simplifies to
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Fig. 9.21 Simplification process 2

Fig. 9.23 Simplification process 4

Fig. 9.22 Simplification process 3
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9.2.6 Summary on signal flow graphs
The chief advantages of signal flow graphs over matrix algebra in solving cascaded
networks are the convenient pictorial representations and the painless method of proceed-
ing directly to the solution with approximations being obvious in the process. As your
study in microwave engineering continues, you will come across more and more examples
on the use of S-parameters and signal flow techniques.

9.3 Small effective microwave CAD packages

9.3.1 Introduction
The subject of software is a volatile one because new programs are being constantly intro-
duced, old programs are constantly being updated, and last but not least, personal prefer-
ences come into the choice of a particular program.

Excellent radio engineering computer programs such as Hewlett Packard Design
System 85150 series, EEsof’s Libra*, Touchstone*, Super Compact*, and Academy* have
been available for many years. These programs are excellent and extremely versatile.
However, these facilities cost money and require quality computers with large RAM and
disk facilities. If you or your company can afford these systems then by all means go for
one or more of these software packages.

If you have an average personal computer with average RAM and only a little money,
consider intermediate software programs such as ARRL (American Radio Relay League)
‘ARRL Radio Designer’, or Barnard’s Microwave System’s ‘Wavemaker’ or Number One
System’s ‘Z match for Windows (Professional)’. The ARRL’s program is a subset of
‘Super Compact’ and is quite powerful. If your frequency usage is not confined to
microwave systems, then consider general purpose programs such as ‘PSpice’, ‘HSpice’
and ‘Spice Age’ which incorporate limited Smith chart facilities.

If money is nearly non-existent, then look in the Internet for free programs. Some of
these programs are excellent. You can also go to the large commercial firms and enquire
about the possibility of hiring software programs for a limited period. In some cases, it is
possible to obtain reduced rates for educational establishments. Some firms such as
Hewlett Packard offer internet sites where universities send in examples of their teaching
and research work and may offer free copies of the programs they have developed. Some
firms may offer you the free use of their small programs for a limited period.

Many people and some small radio engineering courses cannot afford even these costs.
In long distance learning situations, software expenditure becomes doubly important
because each student must be provided with programs which can be run on their home
computers. Therefore low cost, small, powerful packages requiring minimum storage and
RAM requirements are vitally important.

For personal and home use, I use inexpensive but relatively powerful programs such as
Hewlett Packard’s AppCAD, CalTech’s PUFF and Motorola’s Impedance Matching
Program (MIMP) to investigate and produce simple designs. AppCAD is useful for the
calculation of individual components, losses and gains. PUFF is valuable in calculating
two port parameters, input and output matches, gains and losses and frequency responses
and has plotting facilities for layout artwork. MIMP provides real time facilities for narrow
and broadband matching using Smith charts and rectangular plots.
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9.3.2 Hewlett-Packard’s computer aided design program – AppCAD
Hewlett-Packard’s Applications Computer Aided Design Program AppCAD is a collection
of software tools or modules, which aid in the design of RF (radio frequency) and
microwave circuits. AppCAD also includes a selection guide for Hewlett Packard RF and
Microwave semiconductors. The modules considered in AppCAD are listed in Figure 9.24.
Each main program is listed on the left table while the highlighted item is described on the
right table.

AppCAD modules
The modules considered in AppCAD are as follows.

(i) Transistor design data. This module computes various gain and stability data from
S-parameters. Input S-parameters can be read from a TOUCHSTONE formatted file or
entered manually. S-parameters input from a TOUCHSTONE formatted file may also be
modified manually via an edit function.

The program

• calculates stability circles;
• converts S-parameters to Y-parameters, Z-parameters or H-parameters;
• calculates Gms and Gml.

(ii) Mixer spurious search. Mixers will generate harmonics of the RF input signal and
the local-oscillator frequencies. This means that there exists a wide range of frequencies,
many of which may lie outside the desired input passband, which will give unwanted
responses in the IF band. This module will calculate all spurious responses for user chosen
frequencies, passbands, and harmonics of the local oscillator and signal.

(iii) Microwave calculator. This is a computerised version of the famous Hewlett
Packard ‘Reflectometer’ slide rule calculator. Calculations include reflection coefficients,
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Fig. 9.24 Screen print-out of AppCAD

Da Silva Part 9  15:2:2001 10:32 am  Page 411



standing wave ratios, mismatch loss, return loss, mismatch phase error, coupler directivity
uncertainty and maximum standing wave ratio from mismatches.

(iv) Microwave path calculations. This module calculates the signal-to-noise (S/N)
performance resulting from the following factors: receiver noise figure, antenna gain,
transmitter power, path distance, frequency and line losses. The systems covered are one-
way (communication) and two-way (radar).

(v) Transmission lines. From physical dimensions, this module calculates the following
properties: characteristic impedance, effective dielectric constant, electrical line length and
coupling factor. The structures covered include microstrip, stripline, coplanar waveguide
with and without ground plane and coaxial lines.

(vi) Two-port circuit analysis. This easy to use linear circuit analysis program can
include lumped or distributed circuit elements, which may be represented by an S-para-
meter file in TOUCHSTONE format. The calculated S-parameters can be displayed on the
screen and printed. The data can also be graphed on to either a Smith chart or a linear X–Y
plot, which can be printed to a Epson compatible printer.

(vii) Spiral inductor design. This module calculates the inductance of a circular spiral
from its number of turns, conductor width, substrate height, inner radius and dielectric
constant. Inductance is calculated for two cases, with and without a ground plane.

(viii) Impedance matching. This module determines both lumped and distributed
elements for impedance matching of a source impedance and load impedance. The lumped
or distributed elements determined are those for either an L-section, T-section, pi-section,
transmission line transformer or tandem 3/8 wavelength transformer.

(ix) Pin attenuator and switch design. Insertion loss and isolation are calculated from
PIN diode characteristics for both the series and shunt configurations. A built-in menu
automatically returns the diode parameters from a menu selection of part numbers.
Alternatively, custom diode series resistance and junction capacitance may be used. The
program calculates the required resistance values for both Pi and bridged T attenuators
from the desired attenuation in decibels (dB).

(x) Schottky detector calculations. This module calculates the effect of video amplifier
characteristics, RF bypassing, amplifier input resistance and voltage sensitivity on pulse
response, detected video bandwidth and TSS.

(xi) Transistor bias circuits. This module examines bias networks for microwave bi-
polar transistors. Bias network resistors are calculated for a given collector current and
voltage. The change in collector current with temperature is also computed for each
network. Networks covered include non-stabilised, voltage feedback and voltage feedback
constant base current.

(xii) Noise calculations. This module calculates the cascade noise figure and other
performance parameters for a sub-system block diagram such as a receiver. This type of
analysis allows system planning for the tradeoffs of important characteristics such as noise
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figure (sensitivity), gain distribution, dynamic range, signal levels and intermodulation
products. Provision is made for system analysis with temperature.

(xiii) Thermal analysis. A general introduction to heat transfer is presented with empha-
sis on applications to semiconductors. This module includes a tutorial section, thermal
resistance calculations for semiconductors, thermal analysis of MIC (hybrid) circuits and
a table of thermal conductivities.

Details of programs
A program listed in Figure 9.24 usually sub-divides into other programs. For example, the
transmission lines program of Figure 9.25 sub-divides into seven other types of transmission
line. See the right column of Figure 9.25 for a description of the program. Figure 9.25 further
sub-divides into another screen for the calculation of seven types of lines (Figure 9.26).
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Fig. 9.25 Selection of transmission lines program

Fig. 9.26 Sub-division of the transmission lines program
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Figure 9.27 shows the case for the calculation of co-planar waveguide with a ground
plane.

The same is true of the microwave calculator program. The selection of this program
leads to further sub-division and four separate programs. See Figure 9.28.

AppCAD also has facilities for calculating the inductance of spiral inductors. You
merely have to state the number of turns and dimensions of your inductor in Figure 9.29
and APPCAD will give you the inductance in the result box.

AppCAD is also extremely useful for conversion from one set of parameters to another.
Figure 9.30 shows what happens when you select the ‘Transistor Design Data’ program. If
you now select the Convert to Y, Z, or H and press the return key. You will now be given
a choice of what type of parameters you require. See Figure 9.31. Ensure that the Convert
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Fig. 9.27 Calculation of co-planar waveguide with ground plane

Fig. 9.28 AppCAD’s calculator program
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Fig. 9.29 Calculating the inductance of spiral inductors

Fig. 9.31 Selection of Y-, Z- or H-parameters

Fig. 9.30 Selection of transistor design data
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to Y-parameters line is highlighted. Press the return key and you get Figure 9.32. These
parameters have been calculated from the s-parameters supplied by the manufacturer for
transistor HPMA0285.S2P.

If you had wanted the Z-parameters, then you would have chosen the Convert to Z-
parameters line and pressed return to get Figure 9.33. These parameters have been calcu-
lated from the s-parameters supplied by the manufacturer for transistor HPMA0285.S2P.
Similarly if you had wanted H-parameters, you would have selected the Convert to H-
parameters and pressed return to get Figure 9.34.

So you can see for yourself how much time and effort can be saved by using AppCAD.
In most cases, you might be able to get the program free from Hewlett Packard who own
the copyright. The hardware requirements for the program are very modest and the
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Fig. 9.32 Y-parameters of transistor HPMA0285.S2P

Fig. 9.33 Z-parameters of transistor HPMA0285.S2P
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DOS version will even run with an 8086 processor. There is also a Windows version of
AppCAD available on the Internet.

9.3.3 PUFF Version 2.1
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Fig. 9.34 H-parameters of transistor HPMA0285.S2P

Fig. 9.35 Feedback amplifier response
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Puff Version 2.1 was chosen for this book because of: (i) its ease of use – PC format, (ii)
its versatility, (iii) its computer requirement flexibility – ≈290 KB on a floppy disk, any
processor from an 8080 to Pentium, choice of display, CGA, EGA or VGA, and (iv) choice
of printer, dot-matrix, bubble jet or laser and (v) its low costs. As you have seen for your-
self, it can be used for (i) lumped and distributed filter design, evaluation, layout and fabri-
cation, (ii) evaluation of s-parameter networks, (iii) lumped and distributed matching
techniques, layout and construction, (iv) amplifier design layout and construction and (v)
determination of input impedance and admittance of networks.

There are also many features to PUFF which have not been used in this book. For exam-
ple, PUFF can be used for the design of oscillators; it has compressed Smith chart facili-
ties. An example of this is shown in Figure 9.35.

If you want further information on PUFF, I suggest you contact PUFF Distribution,
CalTech in Pasadena, California, USA. They can supply you with the source code, a
manual for the program, and lecture notes for carrying out more advanced work with
PUFF.

9.3.4 Motorola’s Impedance Matching Program (MIMP)
MIMP is excellent for narrow-band and wide-band matching of impedances. It has
facilities for matching complex source and load impedances and designing lumped or
distributed circuits with the desired Q graphically. This program can be explained by
an example. Consider the case where the output impedance, ≈(20 + j0) Ω, of a trans-
mitter operating between 470 MHZ and 500 MHz is to be matched to an antenna whose
nominal impedance is 50 Ω. A return loss of ≈20 dB is required. The conditions are
entered into MIMPs as in Figure 9.36. Three frequencies are used to cover the band and
the load and source impedances are also entered into the figure. When Figure 9.36 is
completed, the ESC key is pressed to move on to Figure 9.37 where a network is
chosen. For this case, a T network has been chosen. At this stage, the exact values of
the components and the Q of the matching network are unknown so nominal values are
inserted. The exact values will be derived later. For clarity, Zin and the load have been
annotated in Figure 9.37.

After completion of Figure 9.37, the ESC key is pressed to enter Figure 9.38.
Starting from the top left line in Figure 9.37, we have SERIES CAP and up/down
arrows which allow any component to be selected. C1 is shown in this case. Capacitors
are shown in this box with its arrow keys. The next right block shows values of induc-
tors. Adjustment is provided by up/down arrow keys. The next right box with its arrow
keys is the Q selection box. Q = 3 has been selected. The next box after the logo is the
line impedance (Zo) box. Its default position is 10 Ω but it can be changed and the
Smith chart plot values will automatically change accordingly. The FREQ box allows
selection of frequency. It has been set to mid-point, i.e. 485 MHz. The remaining three
boxes are self-evident.

The middle left-hand box provides a read-out of impedance at points to the ‘right’ of a
junction. The Smith chart return loss circle size is determined by the Return loss boundary
set in the lower left box. Arcs AB, BC and CD are adjusted by components C1, C2 and L1
respectively until the desired matching is obtained.
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Fig. 9.36 Input data for Motorola’s MIMP

Fig. 9.37 Matching circuit for Motorola’s MIMP
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The great advantage of MIMP is that matching is carried out electronically and quickly.
There are no peripheral scales on it like a conventional paper Smith chart but this is unnec-
essary because each individual point on the chart can be read from the information boxes.
A good description of how this program works can be found in ‘MIMP Analyzes
Impedance Matching Network’ RF Design, Jan 1993, 30–42.

MIMP is a Motorola copyright program but it is usually available free from your
friendly Motorola agents. The program requirements are very modest with processor
80286 or higher, VGA graphics and 640k RAM.

9.4 Summary of software

The above computer aided design programs, namely AppCAD, PUFF and MIMP, are
extremely low cost and provide a very good cross-section of theoretical and practical
constructional techniques for microwave radio devices and circuits. AppCAD was used
extensively for checking the bias and matching circuits. MIMP was used extensively for
checking the Smith chart results in the book. I am sure that these programs will be useful
additions to your software library.
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Fig. 9.38 Smith chart and input return loss
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Constant gain circles 333
Co-planar waveguides 47
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Direct digital waveform synthesis 395
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Quality factor (Q):
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Transducer gain 311, 329
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Transformer matching 233
Transistor action 263
Transistor bias circuits 412
Transistor biasing 266
Transistor design data 411
Transistor impedances, matching 181
Transistor operating configurations 316
Transistor stability 320, 321
Transistor template modification, PUFF

software 157
Transistors:

AC equivalent circuits 291
as a two port network 295
high-frequency transistor amplifiers 262
low-frequency equivalent circuit 294

Translation loop, 398
Transmission coefficient 46, 64, 69
Transmission line couplers 82
Transmission lines 412

as transformers 81
as electrical components 77
matched 64
unmatched 64

Transmission path, energy 45
TRF receivers 36

Tuned circuits 196
cascading 201

Twin lines 49
Twin parallel wire characteristic impedance 51
Two-port circuit analysis 412
Two-port networks 295
Two-way splitter 30

Unbalanced antennas 25
Unbalanced line 26
Unilateralization and neutralisation 313
Unmatched transmission lines 64

Vertical rod antennas 18
Voltage controlled oscillator 375, 387
Voltage feedback bias circuit 267, 270
Voltage gain 299
Voltage reflection coefficient 65
VSWR 64, 69

Wave impedance 12
Waveguide 45, 47
Wein bridge oscillators 361

Yagi-Uda array 23

Z0 by measurement 59
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