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Abstract. Deeply Virtual Compton Scattering (DVCS) is a key reaction to gain information on Generalized
Parton Distributions. In this paper the existing measurements of DVCS on the nucleon, as well as those
planned for the near future, are presented and discussed.

1 Introduction

Our understanding of nucleon structure has been im-
proving recently thanks to the ongoing intense effort of
research on Generalized Parton Distributions (GPDs).
These structure functions describe the correlations be-
tween the longitudinal momentum and transverse spatial
position of the partons inside the nucleon, and, among
other features, they give access to the contribution of the
orbital angular momentum of the quarks and gluons to
the spin of the nucleon. They are also sensitive to the
correlated quark-antiquark components in the nucleon. A
general overview on GPDs and details on the formalism
can be found in [1] (this issue) as well as in refs. [2–16].

The nucleon GPDs are accessible via measurements of
hard exclusive leptoproduction of a real photon, �N →
�′N ′γ (where the γ∗N → N ′γ subprocess is called deeply
virtual Compton scattering, DVCS), or of a meson (deeply
virtual meson production, DVMP, detailed in another pa-
per of this Topical Issue [17]), as well as in time-like Comp-
ton scattering (TCS, γN → N ′γ∗).

Figure 1 illustrates the leading process for DVCS, also
called “handbag diagram”. Here k and k′ are the four mo-
menta of the incoming (l) and scattered (l′) leptons, re-
spectively, and p and p′ are the four momenta of the initial-
(N) and final-state (N ′) nucleons. The virtual photon in-
teracts with a quark in the nucleon having a longitudinal-
momentum fraction x + ξ. The quark is then reabsorbed
in the nucleon with a momentum fraction x−ξ, and a real
photon is emitted.

Conditions are required for the applicability of the
GPD formalism and the validity of the handbag approxi-
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Fig. 1. The handbag diagram for the DVCS process on the nu-
cleon �N → �′N ′γ. The four-momenta of the incoming and out-
going leptons are labeled as, respectively, k and k′, while those
of the virtual and real photons are indicated by, respectively, q
and q′. x is the average longitudinal-momentum fraction of
the struck parton, and 2ξ is the difference of longitudinal-
momentum fractions between the initial and the final parton.
t = (p − p′)2 is the squared four-momentum transfer between
the initial and final nucleon.

mation. Precisely, the virtuality Q2,

Q2 = −q2 = −(k − k′)2, (1)

of the exchanged photon between the lepton and the nu-
cleon must be sufficiently large for the reaction to happen
at the parton level (Q2 � M2), and much larger than the
squared four-momentum transfer to the target t,

t = (p − p′)2, (2)
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(|t|/Q2 � 1). Finally, the squared hadronic center-of-mass
energy W = (p+ q)2 must be large, for fixed values of the
Bjorken variable xB , defined as

xB =
Q2

2Mν
, (3)

where M is the proton mass and ν = Ee − Ee′ . In these
conditions, the cross section of the DVCS process can
be expressed as a convolution of a hard partonic subpro-
cess, that is calculable in perturbative theory, and a soft
nucleon-structure part, parametrized by the GPDs.

At leading order in αS and at leading twist, the GPDs
depend upon three variables, x, ξ, and t, where the skew-
ness ξ is related to xB,

ξ � xB

2 − xB
. (4)

Considering only quark-helicity-conserving processes,
which are dominant for DVCS, at leading order and at
leading twist the reaction is described by four GPDs, Hf ,
H̃f , Ef , Ẽf (where f stands for a light quark or for a
gluon g, in which case the DVCS diagram differs from
that of fig. 1), that account for the possible combinations
of relative orientations of nucleon spin and parton helicity
between the initial and final states. The GPDs H and E
do not depend on the parton helicity and are therefore
called unpolarized GPDs, while H̃ and Ẽ depend on the
parton helicity and are called polarized GPDs. The GPDs
H and H̃ conserve the spin of the nucleon, whereas E and
Ẽ correspond to a nucleon-spin flip.

At ξ = 0, the Fourier transform of the t-dependence
of a GPD provides the spatial distribution in the trans-
verse plane for partons having a longitudinal-momentum
fraction x [10].

Model-independent sum rules link the first moment in
x of the GPDs to the elastic form factors (FFs) [3]:

∫ 1

−1

dxHq(x, ξ, t) = F q
1 (t);

∫ 1

−1

dxEq(x, ξ, t) = F q
2 (t);

∫ 1

−1

dxH̃q(x, ξ, t) = Gq
A(t);

∫ 1

−1

dxẼq(x, ξ, t) = Gq
P (t),

(5)

where F q
1 (t) and F q

2 (t) are the quark contributions to the
Dirac and Pauli FFs, and Gq

A(t) and Gq
P (t) are the quark

contributions to the axial and pseudoscalar FFs.
In the forward limit (t → 0), the second moment in x

of the sum of the GPDs H and E is linked to the total
angular momentum carried by the quarks, Jq, via Ji’s sum
rule [3]:

∑
q

∫ +1

−1

dxx[Hq(x, ξ, t = 0) + Eq(x, ξ, t = 0)] = 2Jq.

(6)
The DVCS final state is indistinguishable from that of

the well-known Bethe-Heitler (BH) process in which the
final-state photon is radiated by the incoming or scattered

lepton and not by the nucleon itself. The two processes in-
terfere, and the cross section of the hard exclusive lepto-
production of a real photon is proportional to the squared
photon-production amplitude

|T |2 = |TDVCS|2 + |TBH|2 +TDVCST ∗
BH + T ∗

DVCSTBH︸ ︷︷ ︸
I

, (7)

where I denotes the interference term. Given that the nu-
cleon form factors are well known at small t, the BH am-
plitude TBH is precisely calculable theoretically.

The DVCS amplitude is proportional to a linear com-
bination of integrals over x of the form:∫ 1

−1

dxF (x, ξ, t)
[

1
x − ξ − iε

∓ 1
x + ξ − iε

]
, (8)

where F represents a generic nucleon GPD and the top
and bottom signs apply, respectively, to the unpolarized
GPDs (H,E) and to the polarized GPDs (H̃, Ẽ). Each of
these 4 integrals, which are called Compton Form Factors
(CFFs), can be decomposed into its real and imaginary
parts, as

�eF =
∑

q

e2
qP

∫ 1

−1

dx

[
1

x − ξ
∓ 1

x + ξ

]
F q(x, ξ, t), (9)

�mF(ξ, t) = −π
∑

q

e2
q[F

q(ξ, ξ, t) ∓ F q(−ξ, ξ, t)], (10)

where P is Cauchy’s principal value integral. Therefore,
at leading order and at leading twist the maximum infor-
mation that can be extracted from the experimental data
at a given (ξ, t) point is either F (±ξ, ξ, t), if one measures
an observable sensitive to the imaginary part of the DVCS
amplitude, or

∫ +1

−1
dxF (∓x,ξ,t)

x±ξ , if one measures an observ-
able sensitive to the real part of the DVCS amplitude.

In summary, at leading order and leading twist, in
the quark sector eight GPD-related quantities can be ex-
tracted from DVCS: the real and imaginary parts of the
four CFFs, defined in eqs. (9) and (10). The CFFs de-
pending only on ξ and t, a model input is necessary to
deconvolute the x-dependence of the GPDs.

In the next sections, the sensitivity to the various CFFs
of the DVCS observables presented in this paper will be
outlined, following the notation of ref. [18].

2 Observables for exclusive photon
leptoproduction

The total cross section for exclusive photon leptoproduc-
tion, for all possible combinations of beam and target po-
larizations, is given by

dσ ∼ dσBH
UU + e�dσI

UU + dσDVCS
UU

+ e�P�dσI
LU + P�dσDVCS

LU

+ e�SLdσI
UL + SLdσDVCS

UL

+ e�S⊥dσI
UT + S⊥dσDVCS

UT

+P�SLdσBH
LL + e�P�SLdσI

LL + P�SLdσDVCS
LL

+P�S⊥dσBH
LT + e�P�S⊥dσI

LT + P�S⊥dσDVCS
LT . (11)
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Fig. 2. Scheme illustrating the definition of the angles φ,
formed by the leptonic and hadronic planes, and φS formed
by the lepton scattering plane and �S⊥, the component of the
target polarization vector that is orthogonal to �q.

This equation follows [19] from eq. (64) of ref. [20], and
also from the explicit formulae in [13,21–23].

Note that for simplicity dσ is used instead of fourfold
differential d4σ(lN → lNγ)/dxB dQ2 d|t|dφ or, in case of
transversely polarized target, instead of fivefold differen-
tial d5σ(lN → lNγ)/dxB dQ2 d|t|dφdφS . Here, φ is the
angle between the lepton scattering plane and the photon
production plane spanned by the virtual and real photons,
as shown in fig. 2, while φS is the angle between the lep-
ton scattering plane and �S⊥, the component of the target
polarization vector that is orthogonal to �q. These defini-
tions are consistent with the Trento conventions [24] and
differ from those used in refs. [13,21–23]: φ = π−φ[13] and
φ − φS = π + ϕ[13].

The first subscript of the cross section σXY refers to
the beam polarization state while the second refers to the
target polarization state. U stands for unpolarized, L for
longitudinal and T for transverse polarizations. P� and e�

are the helicity and the charge of the lepton beam, respec-
tively, and SL is the component of the target polarization
vector that is parallel to �q. Equation (11) consists of three
parts, representing the contributions of BH (first column),
the DVCS process (third column), and their interference
(I, the second column). The first row of eq. (11) represents
the spin-independent cross sections, rows 2–4 the single-
spin–dependent cross sections, and rows 5-6 the double-
spin–dependent cross sections.

All terms contributing to the exclusive photon lepto-
production cross section have been expanded by Belitsky,
Mueller, and Kirchner [13,21–23] up to twist-3 in Fourier
series in φ. In the case of a transversely polarized target
the expansion is done also as a function of φ − φS . The
Fourier expansions of the individual terms in eq. (11) are
given below:

dσBH
UU =

KBH

P1(φ)P2(φ)

2∑
n=0

cBH
n,unp cos(nφ), (12)

dσI
UU =

−KI

P1(φ)P2(φ)

3∑
n=0

cI
n,unp cos(nφ), (13)

dσDVCS
UU =

1
Q2

2∑
n=0

cDVCS
n,unp cos(nφ), (14)

dσI
LU =

−KI

P1(φ)P2(φ)

2∑
n=1

sI
n,unp sin(nφ), (15)

dσDVCS
LU =

1
Q2

sDVCS
1,unp sin φ, (16)

dσI
UL =

−KI

P1(φ)P2(φ)

3∑
n=1

sI
n,LP sin(nφ), (17)

dσDVCS
UL =

1
Q2

2∑
n=1

sDVCS
n,LP sin(nφ), (18)

dσI
UT =

−KI

P1(φ)P2(φ)

{
3∑

n=0

cI
n,TP− sin(φ − φS) cos(nφ)

+
3∑

n=1

sI
n,TP+ cos(φ − φS) sin(nφ)

}
, (19)

dσDVCS
UT =

1
Q2

{
2∑

n=0

cDVCS
n,TP− sin(φ − φS) cos(nφ)

+
2∑

n=1

sDVCS
n,TP+ cos(φ − φS) sin(nφ)

}
, (20)

dσBH
LL =

KBH

P1(φ)P2(φ)

1∑
n=0

cBH
n,LP cos(nφ), (21)

dσI
LL =

−KI

P1(φ)P2(φ)

2∑
n=0

cI
n,LP cos(nφ), (22)

dσDVCS
LL =

1
Q2

1∑
n=0

cDVCS
n,LP cos(nφ), (23)

dσBH
LT =

KBH

P1(φ)P2(φ)

{
1∑

n=0

cBH
n,TP cos(φ − φS) cos(nφ)

+ sBH
1,TP sin(φ − φS) sin φ

}
, (24)

dσI
LT =

−KI

P1(φ)P2(φ)

{
2∑

n=0

cI
n,TP+ cos(φ − φS) cos(nφ)

+
2∑

n=1

sI
n,TP− sin(φ − φS) sin(nφ)

}
, (25)

dσDVCS
LT =

1
Q2

{
1∑

n=0

cDVCS
n,TP+ cos(φ − φS) cos(nφ)

+ sDVCS
1,TP− sin(φ − φS) sin φ

}
. (26)
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The terms KBH and KI are kinematic factors: KBH =
1/(x2

B t (1 + ε2)2) and KI = 1/(xB y t), where y is the
fraction of the beam energy carried by the virtual photon
in the target rest frame and ε ≡ 2xBMN/Q, with MN the
nucleon mass. The subscript “unp” stands for unpolar-
ized, “LP” for longitudinally and “TP” for transversely
polarized targets. An additional subscript ± is used for
DVCS and interference terms, TP+ (TP−), containing
cos(φ − φS) (sin(φ − φS)).

The Fourier coefficients cBH
n,unp and the lepton propaga-

tors P1(φ),P2(φ) of the BH term can be calculated within
the framework of QED from the kinematic variables and
the Dirac and Pauli form factors, F1 and F2.

The single-spin–dependent coefficients of the interfer-
ence term are proportional to the imaginary parts of the
CFFs, while the unpolarized and double-spin–dependent
coefficients are connected to the real parts of the CFFs.

The Fourier coefficients of the interference term are of
great interest since they depend on a linear combination
of CFFs, while the coefficients of the squared DVCS term
are bilinear in the CFFs. The quantitative access to the
Fourier coefficients of the interference term is complicated
by the presence of DVCS terms, the Fourier coefficients of
which have the same azimuthal dependences as the ones
of the interference term. This entanglement can be re-
solved by taking into account the explicit dependence of
the interference terms on the lepton beam charge e� (see
eq. (11)).

2.1 Unpolarized and helicity-dependent cross sections
with polarized lepton beams

Using lepton beams of a given charge e� but with oppo-
site polarizations, the sum and the difference of the cross
sections are built as:

1
2
(dσ→ + dσ←) = dσBH

UU + dσDVCS
UU + e�dσI

UU , (27)

1
2
(dσ→ − dσ←) = dσDVCS

LU + e�dσI
LU . (28)

Here, σ→ (σ←) denotes the cross section for a beam with
positive (negative) helicity. The Fourier expansion of the
cross sections is given in eqs. (12)–(16). Contributing at
higher twist, the DVCS terms dσDVCS

UU and dσDVCS
LU are

suppressed compared to the interference terms dσI
UU and

dσI
LU , respectively. Among all harmonic coefficients, the

ones which at leading twist and at leading order are ex-
pected to be dominant in the sum (eq. (27)) and difference
(eq. (28)) of cross sections are, respectively:

cI
1,unp, sI

1,unp.

The dominant part of the coefficient cI
1,unp is proportional

to a linear combination of the real parts of CFFs contain-
ing quark-helicity-conserving twist-2 GPDs,

cI
1,unp ∝ �e

[
F1H + ξ(F1 + F2)H̃ − t

4M2
F2E

]
, (29)

while the dominant part of the coefficient sI
1,unp is propor-

tional to an analougous linear combination of the imagi-
nary parts of the same CFFs:

sI
1,unp ∝ �m

[
F1H + ξ(F1 + F2)H̃ − t

4M2
F2E

]
. (30)

The kinematic factors ξ and t being small, the measure-
ments of unpolarized cross section and helicity-dependent
cross section difference on a proton target will be mainly
sensitive to, respectively, �eH and �mH, since F1 > F2.
The measurements on a neutron target will provide, in-
stead, sensitivity to �eE and �mE , as F1 is negligible
compared to F2 in this case.

The kinematically suppressed coefficient cI
0,unp is di-

rectly proportional to cI
1,unp via a kinematic factor origi-

nating from the BH propagators:

cI
0,unp ∝ −

√
−t

Q
cI
1,unp. (31)

At kinematics where BH becomes negligible with re-
spect to DVCS, the coefficient cDVCS

0,unp also comes into
play. It is related to a bilinear combination of the 4
CFFs, among which (HH∗ + H̃H̃∗) is the dominant one
[13,21–23].

The other coefficients in eqs. (12)–(16) are related to
combinations of CFFs of either higher-twist or helicity-flip
GPDs. Details are given in refs. [13,21–23]. In the follow-
ing subsections only the dominant harmonic coefficients
sensitive to quark-helicity-conserving twist-2 GPDs will
be discussed.

2.2 Charge difference and charge-averaged cross
sections with polarized lepton beams

Using positive (+) and negative (−) lepton beams with
opposite polarizations, the sum of the cross sections,

1
2

(
dσ

+→ + dσ
−←

)
= dσBH

UU + dσDVCS
UU + dσI

LU , (32)

or their difference,

1
2

(
dσ

+→ − dσ
−←

)
= dσDVCS

LU + dσI
UU , (33)

allow the separation between the squared-DVCS and in-
terference terms, as they have different azimuthal modu-
lations, containing either cosnφ or sinnφ.

These observables select the 3 harmonic coefficients,

cI
0,unp, cI

1,unp, sI
1,unp,

discussed in the previous section.
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2.3 Beam-charge asymmetry

The measurement of the cross section asymmetry with
respect to the beam charge, not taking into account the
beam polarization,

AC(φ) ≡ dσ+ − dσ−

dσ+ + dσ− =
dσI

UU

dσBH
UU + dσDVCS

UU

, (34)

is a way to single out the interference term in the numer-
ator. The Fourier expansion of dσI

UU is given in eq. (13).
The dσDVCS

UU term in the denominator has a 1/Q2 kine-
matic suppression (see eq. (14)). The dominant coefficient
of BH term dσBH

UU is cBH
0,unp. However, the coefficient of the

cos φ term is also, often, not small.
The dominant coefficients, at leading twist, are cI

1,unp

and cI
0,unp (see eqs. (29) and (31)) discussed in sect. 2.1.

2.4 Beam-spin asymmetries

Measurements with a longitudinally polarized lepton
beam of a certain charge on an unpolarized target pro-
vide access, at leading twist, to sI

1,unp via the single-charge
beam-helicity asymmetry, also called beam-spin asymme-
try (BSA):

ALU (φ, e�) ≡
dσ→ − dσ←

dσ→ + dσ←

=
e�dσI

LU + dσDVCS
LU

dσBH
UU + e�dσI

UU + dσDVCS
UU

. (35)

The access to sI
1,unp is complicated by the presence of two

leading-twist Fourier coefficients, cI
1,unp and cI

0,unp, in the
denominator.

This entanglement can be avoided using longitudinally
polarized lepton beams of both charges. Two beam-spin
asymmetries can then be defined: the charge-difference
beam-helicity asymmetry,

AI
LU (φ) ≡ (dσ+→ − dσ+←) − (dσ−→ − dσ−←)

(dσ+→ + dσ+←) + (dσ−→ + dσ−←)

=
dσI

LU

dσBH
UU + dσDVCS

UU

, (36)

and the charge-averaged beam-helicity asymmetry:

ADVCS
LU (φ) ≡ (dσ+→ − dσ+←) + (dσ−→ − dσ−←)

(dσ+→ + dσ+←) + (dσ−→ + dσ−←)

=
dσDVCS

LU

dσBH
UU + dσDVCS

UU

. (37)

The beam spin asymmetry AI
LU is directly sensitive

to the coefficient sI
1,unp (see eq. (15)) giving access to

the imaginary part of the CFFs in eq. (30). There is no
leading-twist contribution to the charge-averaged asym-

metry ADVCS
LU (see eq. (16)).

The relation between the asymmetries discussed above
(eq. (35) on one hand and eqs. (34), (36), (37) on the
other) is

ALU (φ, e�) =
e�A

I
LU (φ) + ADVCS

LU (φ)
1 + e�AC(φ)

. (38)

2.5 Longitudinal target-spin asymmetries

Up to this point, only unpolarized targets were considered.
It is essential to extract as many observables as possible to
be able to disentangle the four GPDs. The use of polarized
targets (together with polarized beams) gives a possibility
to measure a large variety of additional observables.

Measuring DVCS off a longitudinally polarized target
and with an unpolarized lepton beam allows the extraction
of the target-spin asymmetry AUL (here also referred to
as TSA):

AUL(φ, e�) ≡
dσ⇒ − dσ⇐

dσ⇒ + dσ⇐

≡ [dσ←⇒ + dσ→⇒] − [dσ←⇐ + dσ→⇐]
[dσ←⇒ + dσ→⇒] + [dσ←⇐ + dσ→⇐]

=
e�dσI

UL + dσDVCS
UL

dσBH
UU + e�dσI

UU + dσDVCS
UU

. (39)

Here, ⇒ (⇐) represents the target polarization state
parallel (antiparallel) to the beam momentum. The
Fourier expansion of the terms in the numerator is given
in eqs. (17) and (18). The Fourier coefficient of interest in
this case is

sI
1,LP ∝ �m

[
F1H̃ + ξ(F1 + F2)

(
H +

xB

2
E
)

− ξ

(
xB

2
F1 +

t

4M2
F2

)
Ẽ

]
. (40)

In the case of a proton target, the dominant contribution
to AUL comes from �mH̃p and, in a minor way, from
�mHp, that is from the GPDs H̃p and Hp along the lines
x = ±ξ [13, 21–23]. A measurement of both the TSA and
BSA is needed to truly distinguish between the two GPDs.
In the neutron case, for which F2 � F1, this observable is
mostly sensitive to �mHn.

2.6 Transverse target-spin asymmetries

Experimental observables that provide sensitivity to the
coefficients appearing in eqs. (19) and (20) are the single-
spin asymmetries in the cross section for scattering of
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a lepton beam off a transversely polarized target:

ADVCS
UT (φ, φS) ≡ 1

S⊥

×dσ+(φ, φS)−dσ+(φ, φS +π)+dσ−(φ, φS) − dσ−(φ, φS +π)

dσ+(φ, φS)+dσ+(φ, φS +π)+dσ−(φ, φS)+dσ−(φ, φS +π)

=
dσDVCS

UT

dσBH
UU + dσDVCS

UU

, (41)

AI
UT (φ, φS) ≡ 1

S⊥

×dσ+(φ, φS)−dσ+(φ, φS +π)−dσ−(φ, φS)+dσ−(φ, φS +π)

dσ+(φ, φS)+dσ+(φ, φS +π)+dσ−(φ, φS)+dσ−(φ, φS +π)

=
dσI

UT

dσBH
UU + dσDVCS

UU

. (42)

The extraction of AI
UT gives an access to the Fourier

coefficient

cI
1,TP− ∝ −M

Q
�m

{
t

4M2

[
(2 − xB)F1E − 4

1 − xB

2 − xB
F2H

]

+ 1xBξ

[
F1(H + E) − (F1 + F2)

(
H̃ +

t

4M2
Ẽ
)]}

, (43)

which, on a proton target, provides a rare access to the
CFF �mE with no kinematic suppression of its contribu-
tion relative to those of the other CFFs.

The other coefficients of interest are

cI
0,TP− ∝ −

√
−t

Q
cI
1,TP−, (44)

with approximately the same dependence on the CFFs as
cI
1,TP−, and

cDVCS
0,TP− ∝ −

√
−t

M
�m

{
HE∗ − EH∗ + ξẼ H̃∗ − ξH̃ Ẽ∗

}
,

(45)
also providing an access to the CFF �mE (due to ad-
ditional kinematic prefactors which partially compensate
the strong kinematic suppression of the squared-DVCS
amplitude relative to the interference term).

2.7 Double-spin asymmetries

The use of a polarized lepton beam along with either a lon-
gitudinally or a transversely polarized target allows also
the determination of the double-spin asymmetries (also
referred to as DSA in the following) ALL or ALT . Un-
like in the case of the single-spin asymmetries AUL, ALU

and AUT , the BH process alone can generate a double-spin
asymmetry (see eq. (11)). All the three contributions, BH,
DVCS, and their interference, have the same azimuthal
harmonics (see eqs. (21)–(23) and eqs. (24)–(26)). The
contribution of the interference terms can be separated
from those of pure DVCS and BH in measurements using
both beam charges. As for the DVCS term, its Fourier

coefficients are indistinguishable from those of BH. Nev-
ertheless, the BH coefficients can be calculated from the
measured elastic form factors.

In case of longitudinally polarized target, the asymme-
try ALL is given as

ALL(φ, e�) ≡
[dσ→⇒ + dσ←⇐] − [dσ←⇒ + dσ→⇐]
[dσ→⇒ + dσ←⇐] + [dσ←⇒ + dσ→⇐]

=
dσBH

LL + e�dσI
LL + dσDVCS

LL

dσBH
UU + e�dσI

UU + dσDVCS
UU

. (46)

The constant and the cos φ-dependent terms contain
mixed contributions from BH, DVCS and their interfer-
ence. Nonetheless, it is expected that in some parts of the
phase space ALL has a measurable sensitivity to �eH̃p

and, in a lesser way, �eHp, for the proton-target case,
and to �eHn for the neutron, since

cI
0,LP, cI

1,LP ∝ �e
[
F1H̃ + ξ(F1 + F2)

(
H +

xB

2
E
)

−ξ

(
xB

2
F1 +

t

4M2
F2

)
Ẽ

]
. (47)

For brevity, the experimental definitions of the beam-
charge-difference and charge-averaged double-spin asym-
metries, AI

LT and ABH+DVCS
LT , on a transversely polarized

target are not shown here. They can be found in [25]. They
give access to the coefficients in eqs. (24)–(26). Among
them the dominant ones contributing to the beam-charge-
difference asymmetry

AI
LT (φ, φS) =

dσI
LT

dσBH
UU + dσDVCS

UU

(48)

are
cI
0,TP+, cI

1,TP+, sI
1,TP−,

providing information on the real parts of linear combina-
tions of four CFFs (H, E , H̃ and Ẽ):

cI
1,TP+ ∝ −M

Q

×�e

{
t

4M2

[
4
1 − xB

2 − xB
F2H̃ − (F1 + ξF2)xB Ẽ

]

+xB

[
(F1 + F2)

(
ξH +

t

4M2
E − ξF1

(
H̃ +

xB

2
Ẽ

))]}
,

(49)

sI
1,TP− ∝ −M

Q
�e

{
t

4M2

[
(2 − xB)F1E − 4

1 − xB

2 − xB
F2H

]

+xBξ

[
F1(H + E) − (F1 + F2)

(
H̃ +

t

4M2
Ẽ
)] }

,

(50)

cI
0,TP+ ∝ − t√

Q
cI
1,TP+ . (51)
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Fig. 3. First measurement of the φ-dependence of the DVCS
beam-spin asymmetry from CLAS [26] with an electron beam
(top), at 〈Q2〉 = 1.25 GeV2, 〈xB〉 = 0.19, and 〈−t〉 =
0.19 GeV2, and from HERMES [27] with a positron beam (bot-
tom), at 〈Q2〉 = 2.6 GeV2, 〈xB〉 = 0.11, and 〈−t〉 = 0.27 GeV2.
Top: the dark shaded region is the range of the fitted function
A(φ) = α sin φ + β sin 2φ defined by the statistical errors of
the α and β parameters, the light shaded region includes sys-
tematic uncertainties added linearly to the statistical uncer-
tainties. The curves are model calculations from [28] and [11].
Bottom: The dashed curve represents a sin φ-dependence with
an amplitude of 0.23, while the solid curve represents the re-
sult of a model calculation taken from ref. [29]. The horizontal
error bars represent the bin width, and the error band below
represents the systematic uncertainty.

3 DVCS experiments in the world

Among all exclusive processes, DVCS has the cleanest the-
oretical interpretation in terms of GPDs. However, exper-
imental measurements of DVCS are quite challenging, as
they require:

– high enough luminosities to measure small cross sec-
tions;

– polarized lepton beams of both charges, and/or polar-
ized targets to measure observables having sensitivity
to different combinations of CFFs;

– detectors capable to ensure the exclusivity of the final
state.

It is clearly a highly non-trivial task to actually mea-
sure the GPDs. It calls for a long-term experimental pro-
gram comprising the measurements of different DVCS ob-
servables on proton and on neutron targets, as well as
using different lepton beam energies, and performing ex-
periments on different kinematic coverages.

Such a dedicated experimental program has advanced
worldwide in these past few years, mostly on proton tar-
gets. After the first observations of the sinφ-dependence
for ep → e′p′γ events —a signature expected from the
interference of the DVCS and BH processes— in low-
statistics beam-spin asymmetry measurements [26,27] (see
fig. 3), various DVCS measurements, also with high statis-
tics, have been performed.

As of today, the HERMES experiment provided the
most complete set of DVCS observables due to its flexibil-
ity with regard to

– beam charges (e+ and e−);
– beam helicities (both longitudinal polarizations);
– target-spin variations (longitudinal, transverse, unpo-

larized);
– recoil proton detection.

These measurements, which will be described in the
following sections, are an important input for the
parametrizations of GPDs and their extraction via global
fits. The variety of experimental conditions made the
HERMES experiment rather unique. HERMES stopped
the data taking in 2007 and currently no new measure-
ments are planned.

Thanks to the high energy available in collider mode at
HERA (27GeV electron beam against 920 proton beams)
the H1 [30–33] and ZEUS [34, 35] were able to measure
the “pure” DVCS cross sections, without BH contribution,
and were able to study accurately their evolution as a func-
tion of Q2, W , and t, for kinematics where sea quarks and
gluon exchanges dominate (10−4 < xB < 10−2). Details
about these results will be provided in the following.

After the first publication by CLAS in 2001, a series
of high-statistics DVCS-dedicated experiments followed at
Jefferson Lab, at moderate Q2 (1–3GeV2) and in a xB

range (centered around xB ∼ 0.3) corresponding to the
valence-quarks region. As of today, the polarized and un-
polarized cross sections measured at Jefferson Lab in Hall
A indicate, via a Q2-scaling test, that the factorization
and the hypothesis of leading-twist dominance are valid
already at relatively low Q2 (∼ 1–2GeV2). High-statistics
and finely binned fourfold beam-spin asymmetries mea-
sured in Hall B with CLAS brought important constraints
for the study of the GPD H on a wide kinematic range.

These first sets of data are being expanded and com-
pleted with the results from more recent JLab experiments
and analyses for DVCS on the proton, aimed to measure
accurately fully differential beam-polarized cross section
differences and unpolarized cross sections, longitudinally
polarized target-spin asymmetries along with double po-
larization observables.
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An energy upgrade to 12GeV of the CEBAF accelera-
tor of JLab was completed in 2014, and the capabilities of
the detectors in the halls A, B, and C are being enhanced
to suit the new experimental program, which will have a
particular focus on the study of Generalized Parton Dis-
tributions. Covering a range in xB from 0.1 to 0.7 and in
Q2 from 1 to 10GeV2, the upgraded JLab will be very well
matched to study GPDs in the valence regime. The first
experiment of the 12GeV era is presently running in Hall
A and focuses on proton DVCS: beam-polarized and unpo-
larized cross sections will be measured with high precision
at three electron-beam energies to increase the kinemati-
cal coverage of the previous measurements [36], perform an
accurate Q2-scaling test, and extract the squared-DVCS
and the interference terms of the cross section via a Rosen-
bluth separation. The experimental program for the first
5 years of operation of CLAS12 (the new Hall-B detector,
currently under completion) will be particularly focused
on measurements of GPDs in exclusive processes. Mea-
surements of beam-spin asymmetries, unpolarized and po-
larized proton-DVCS cross sections, as well as TSA and
DSA with longitudinally polarized targets and single- and
double-spin asymmetries on transversely polarized targets
are planned. A similar experimental program is being de-
fined for DVCS on the neutron.

A major part of the future COMPASS program [37]
is dedicated to investigating the structure of the nucleon
by studying GPDs through DVCS and DVMP. The
availability of muon beams with high energy and opposite
charge and polarization will allow to disentangle the
interference terms and the squared-DVCS contributions,
and to reach the real and the imaginary parts of the
dominant CFF, the one of the GPD H. A measurement
of the xB-dependence of the t slope of the pure DVCS
cross section will be done to study nucleon tomography.
COMPASS will collect data in a kinematic domain yet
unexplored (0.005 < xB < 0.3), between HERMES and
the JLab experiments on the one hand, and the HERA
collider experiments on the other hand.

All these results and planned measurements will be
discussed in detail in the following sections. For details
on the GPD models that will be presented along with the
data, see ref. [18] (in this Topical Issue).

4 Pure DVCS cross section on an unpolarized
proton target

Experiments which run in collider mode and/or with very
energetic lepton beams can achieve energies high enough
that the DVCS contribution becomes dominant with re-
spect to the contributions of BH and of the interference.
Thus the study of the pure DVCS cross section is possible.
This was done at H1 and ZEUS, with a 27GeV electron
beam colliding against a 920GeV proton beam, and is un-
derway at COMPASS using the 160GeV muon beam of
the SPS at CERN.

H1 [30–33] and ZEUS [35,38] covered a large domain of
xB ranging from 10−4 to 10−2. At such small values of xB ,
two-gluon exchange (fig. 4) plays a major role in addition
to the leading-order quark-photon scattering process.

Fig. 4. DVCS diagram for two-gluon exchange.

Fig. 5. Left: the t-dependence of the DVCS cross section for
four values of Q2, as measured by H1 and ZEUS. The curves are
the results of fits of the form e−B|t|. Right: the fitted B values
as a function of Q2 (top) and W (bottom). The curves repre-
sent the result of the fit B(Q2) = A(1 − B′ log(Q2/2 GeV2))
(top) and the average value B = 5.45 GeV−2 (bottom). Figure
from ref. [32].

The behavior of the differential cross section as a func-
tion of W and t follows the Regge formalism and can be
parametrized as:

dσ/dt ∝ e−B(W )|t| (52)

with
B(W ) = B0 + 4α′ ln(W/W0), (53)

where B0 and W0 are constants. The value of α′ has been
found to be rather small for DVCS. This is in constrast
with a non-zero value of α′ observed in exclusive meson
production [39, 40], which has provided an interplay be-
tween the t and W dependencies of the differential cross
section. When the value of W increases, B increases as
well, which means that the scattering object gets bigger:
this phenomenon, called “shrinkage”, is not observed for
the DVCS cross section at HERA kinematics.

Figure 5 (left panel) shows the differential cross section
dσ/dt, for different Q2 ranges, measured at H1 [32] and
ZEUS [38], integrated over W . The behavior of the data is
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Fig. 6. Simultaneous fit to the DVCS and DIS data in the
C̄S scheme at NNLO. First three panels: DVCS cross section
measured at H1 [31, 32] and ZEUS [35] as a function of t, Q2

and W . Last panel: F2(xB , Q2) versus Q2 for xB = 8.0 10−3,

3.2 10−3, 1.3 10−3, 5.0 10−4, going from the upper curve to the
lower one [43]. Figure from ref. [42].

well described by the exponential (eq. (52)), and the pa-
rameter B of the t-slope is presented on the right panel.
There is no significant dependence on W for B (right bot-
tom panel). The Q2-dependence (right top panel) can be
parametrized as B(Q2) = A(1−B′ log(Q2/2GeV2)) with
A = 6.98 ± 0.54GeV2 and B′ = 0.12 ± 0.03GeV2. The
average slope is B = 5.45 ± 0.19stat ± 0.34syst GeV−2 at
〈Q2〉 = 8GeV2. This can be translated into the transverse
extension of the parton distributions in the proton using
the relation

〈r2
⊥(xB)〉 ≈ 2 · B(xB), (54)

which is valid at small xB. Thus, a transverse extension of
sea quarks and gluons in the proton [32] of

√
〈r2

T 〉 = 0.65±
0.02 fm has been measured at an average value of xB =
1.2 10−3. This can be compared to the transverse charge

radius of the proton
√

〈r2
T 〉ch

given by
√

4 d
dtF

p
1 |t=0 =

0.67 ± 0.01 fm [41].
The HERA data from both H1 and ZEUS are well

reproduced by the GPD model developed by Kumericki
and Mueller [42]. They proposed a flexible parametriza-
tion of the GPDs (noted KM09). It is based on both a
Mellin-Barnes integral and dispersion integral representa-
tion with weakly entangled skewness and t-dependences.
Figure 6 presents the rather good quality of a simultane-
ous fit to the DVCS cross sections as a function of Q2, W
and t measured at HERA [31, 32, 35], and DIS data [43].
The fit is performed in the special conformal scheme (C̄S)
to NNLO accuracy [42].

Thanks to the high energy of the muon beam avail-
able at COMPASS [37], the DVCS cross section can also
be extracted, after BH subtraction and integration of the
remaining azimuthal dependence (see eqs. (32) and (33)).
Figure 7 (on top) shows the projected statistical accu-
racy for a measurement of the xB-dependence of the t-
slope parameter B(xB) of the DVCS cross section, in 40

Fig. 7. Top: projections, for 40 weeks of running time in 2016-
2017, for the xB-dependence of the t-slope parameter B(xB)
of the DVCS cross section, calculated for 1 < Q2 < 8GeV2. A
comparison to results from HERA with similar 〈Q2〉 is shown.
The left vertical bar on each data point indicates the statistical
error only while the right one includes also the systematic un-
certainty. The blue point indicates the statistical error which
can be reached using the pilot run done in 2012. Two differ-
ent parameterizations are shown, using α′ = 0.125 GeV−2 and
0.26 GeV−2. Bottom: transverse proton radius as a function of
xB from HERA and COMPASS.

weeks of running time in 2016 and 2017 at COMPASS. At
small xB , no evolution with xB was observed at HERA
(fig. 5, right panel). In the valence region, where no ex-
perimental determinations of B exist, some information
comes from fits adjusted to form factor data which give
α′ � 1GeV2 [44, 45]. The COMPASS predictions were
made using the HEPGen Monte Carlo generator for ex-
clusive events. The model relies on a non-factorizable
(Reggeized) t-dependence for the DVCS amplitude. For
the simulation, two values α′ = 0.125 and α′ = 0.26
are shown, which correspond to the half and the total of
the value for Pomeron exchange in soft scattering pro-
cesses [40]. These values can be determined at COM-
PASS with an accuracy better than 2.5σ. This will provide
information on the evolution of the transverse size of the
nucleon (eq. (54)) over the uncharted xB-range from 0.01
to 0.1 (see fig. 7, bottom) an important issue to advance
in the “tomography” of the nucleon.

5 Unpolarized, helicity-dependent, and
helicity-and-charge–dependent cross sections

As explained in sect. 2, DVCS observables can be ex-
pressed as linear and bilinear combinations of CFFs, elec-
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Fig. 8. Hall A results, for Kin3, t = 0.32 GeV2: unpolarized
(top) and helicity-dependent (bottom) cross section as a func-
tions of φ. The error bars on the data points are statistical
only. The shaded areas represent the statistical uncertainty for
each contribution. This figure is from ref. [46].

tromagnetic form factors, and terms depending on the
kinematics. The study, at fixed Q2, xB, −t, of the φ-
dependence of DVCS cross sections, cross section differ-
ences, and asymmetries can help single out the contribu-
tions from the various CFFs. Fourfold (Q2, xB, −t, φ) dif-
ferential cross sections, unpolarized and beam-polarized,
for the exclusive electroproduction of photons were re-
cently measured at Jefferson Lab, by the Hall A and
the CLAS Collaborations. The imminent experiments at
COMPASS will aim to extract the real part of H by mea-
suring helicity-and-charge–dependent cross sections differ-
ences.

5.1 Hall A results

E00-110, the first experiment specifically dedicated to
DVCS, ran in Hall A at Jefferson Lab during the year 2004,
with the primary goal of performing a Q2-scaling test of
the DVCS cross section. Polarized electrons, accelerated
to 5.7572GeV by the CEBAF accelerator, impinged on
a 15 cm long liquid-hydrogen target.The data, first pub-
lished in 2006 [36], were recently reanalyzed [46], and the
new results now supersede the old ones. The exclusivity
of the epγ final state was ensured by detecting the scat-
tered electrons in the High Resolution Spectrometer, the

Fig. 9. Combinations of effective CFFs extracted from the
Hall-A data using the formalism developed in [22], integrated
over t and plotted as a function of Q2. The top three plots
show the effective CFFs resulting from the unpolarized cross
section fit (Kin2 and Kin3), whereas the bottom plots show
the effective CFFs resulting from the helicity-dependent cross
section fit (Kin1–3). The shaded areas represent systematic
errors. Figure taken from ref. [46].

DVCS/BH photons in a custom-built PbF2 electromag-
netic calorimeter, and reconstructing the recoil protons via
the ep → eγX missing mass. epγ events were collected for
five different (Q2, xB) kinematics: Kin1 (Q2 = 1.5GeV2,
xB = 0.36), Kin2 (Q2 = 1.9GeV2, xB = 0.36), and
Kin3 (Q2 = 2.3GeV2, xB = 0.36), with constant xB

and varying Q2; KinX2 (Q2 = 2.06GeV2, xB = 0.39)
and KinX3 (Q2 = 2.17GeV2, xB = 0.34), with fixed
Q2 but varying xB . Each of these five (Q2, xB) kine-
matics was further differentiated in 5 −t bins and 24 φ
bins, and fourfold unpolarized and beam-polarized cross
sections were extracted. Figure 8 shows the obtained re-
sults for the −t = 0.32GeV2 bin of Kin3. The unpolar-
ized cross sections peak towards φ = 0◦ due to the BH
process (dot-dashed gray curves). The different contribu-
tions to the cross section (DVCS, Bethe-Heitler, Interfer-
ence), shown in color, were separated, up to twist three
for the interference term, using the BMK formalism [22].
This method also allowed the extraction of five observ-
ables linked to combinations of real and imaginary parts
of CFFs: CDVCS(F ,F∗) (bilinear in the CFFs, obtained
from the cDVCS

0,unp harmonic), �e[CI(F)] (linear in the CFFs,
obtained from cI

1,unp, eq. (29)), and �e[CI(Feff )] (twist-

three term, from cI
2,unp [22]) are extracted from the un-

polarized cross section, while the helicity-dependent cross
section is fitted using the �m[CI(F)] (linear in the CFFs,
obtained from sI

1,unp, eq. (30)) and �m[CI(Feff )] (twist-
three term, from sI

2,unp [22]).

The constant Q2-dependence of the five observables
(fig. 9) confirms that the factorization and leading-twist
approximations for DVCS are valid already at these rela-
tively low Q2 (∼ 1–2GeV2), as first observed in the pre-
vious analysis of these same data [36].
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Fig. 10. Unpolarized (top) and helicity-dependent (bottom)
cross sections for the Hall-A Kin2 bin, t = 0.23 GeV2. The
light blue area represents the point-to-point systematic uncer-
tainties added linearly to the normalization error. The pre-
dictions from the KMS12 and VGG models are shown as the
dashed green and solid red curves, respectively. The KM10a fit
is represented as the solid blue line. Target-mass and finite-
t corrections are included in the KMS12 model and shown
as the dotted-dash curve. The correction is then applied to
the KM10a model shown as the dotted blue line. Figure from
ref. [46].

In fig. 10, the results are compared to double-distri-
bution GPD models (VGG [11,28,45,47] and KMS12 [48])
and fits to previous data. Unlike VGG, the KMS12 model
was tuned using vector meson data at low to very-low
xB , and may be not optimal for the valence-quark region.
Both models tend to overestimate the helicity-dependent
cross sections in this kinematics, while VGG reproduces
better the unpolarized data. The data are also compared
to the KM10a model [42], which reproduces very well the
helicity-dependent data but underestimates significantly
the DVCS unpolarized cross section around φ = 180◦.
Adding an empirical estimate of the target-mass and
finite-t corrections to the KM10a model improves the
agreement with the data significantly, while it seems to
worsen it for the KMS12 model. Such effects are not fully
understood at this stage, and they may be clarified with
the analysis of the new data coming from JLab experi-
ments at 12GeV, such as the one described in the next
section.

5.2 Hall A experiment at 11 GeV

A new DVCS experiment, with similar setup of E00-110
but using the upgraded CEBAF accelerator, has recently

Fig. 11. DVCS kinematics for H(e, e′γ)p measurements in
Hall A with 3, 4, and 5 pass beams of CEBAF at 12GeV.
The diamond shapes trace the approximate acceptance of the
HRS in each setting. The boundary of the unphysical region
corresponds to the maximum possible Q2 at a given xB for
11 GeV. This corresponds to 180◦ electron scattering, equiva-
lent to θq = 0◦. The points at EBeam = 5.75 GeV were obtained
in E00-110. Figure taken from ref. [49].

Fig. 12. Projected DVCS cross sections (top) and beam-
helicity differences for the ongoing Hall-A experiment, for the
setting with k = 11 GeV (where k here indicates the beam en-
ergy), Q2 = 9 GeV2, xB = 0.6, as a function of φ for 5 bins in
−t. Figure from ref. [49].

started running in Hall A at Jefferson Lab [49]. It will mea-
sure the �ep → epγ cross sections at fixed xB over as wide
a range in Q2 as possible for beam energies Ee ≤ 11GeV
(fig. 11), by using three different electron-energy settings.
The study of the Q2-dependence of the DVCS cross sec-
tions will determine at what level the “handbag” ampli-
tude dominates, or not, over the higher-twist amplitudes.
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Fig. 13. The (Q2, xB) and (−t, xB) kinematic coverages of the
CLAS E01-113 experiment, with the corresponding binning.
Figure from ref. [53].

The expected accuracy for the absolute cross sections
and beam-helicity cross section differences, for the 11GeV
beam-energy setting as an example, is shown in fig. 12.
The obtained results will allow to extract five kinemat-
ically independent CFF-related quantities, for each Q2,
xB , t point, which are angular harmonic superpositions
of Compton Form Factors as functions of φ, similarly to
what was done for E00-110 (see fig. 9). Each of these
five quantities isolates the real or the imaginary part of
a distinct combination of linear (BH · DVCS†) and bilin-
ear (DVCS · DVCS†) terms.

The t-dependence of each angular harmonic term will
also be measured. Changes in the t-dependence of the ex-
tracted observables as a function of xB are expected. In
particular, the r.m.s. impact parameter of a quark of mo-
mentum fraction x must diminish as a power of (1−x) as
x → 1. This is expected to be a sizeable effect: between
x = 0.36 and x = 0.6 it leads to a change in t slope of a
factor of two for the individual GPDs. The precision and
coverage of the data currently being taken in Hall A will
allow to study such effects. A similar experiment, which
will complement the kinematic coverage of the Hall A, is
also planned in Hall C at Jefferson Lab [50].

5.3 CLAS results

The E01-113 experiment took place at JLab during three
months in 2005, using the CEBAF 5.75GeV polarized
electron beam (79.4% polarization), a 2.5 cm long liq-
uid hydrogen target, and the Hall B large-acceptance
CLAS spectrometer [51], operating at a luminosity of
2 · 1034 cm2 s−1. The polar-angle acceptance of CLAS for
photons (15–45◦) was extended down to 5◦ with the ad-
dition of a specially designed electromagnetic calorimeter
(“inner calorimeter”, IC [52]), with full azimuthal cover-
age. epγ events were detected in CLAS and in the IC, and
tight cuts on missing masses and angles ensured the exclu-
sivity of the final state. Figure 13 [53] shows the resulting
(Q2, xB) (left) and (−t, xB) (right) kinematic coverages
of the data and the adopted binning (21 (Q2, xB) bins
and 6 −t bins). The events in each (Q2, xB , −t) bin were
further divided into 24 bins in φ. Figure 14 shows, for
two selected (Q2, xB) bins in different parts of the phase
space, the φ-dependence of the ep → e′p′γ unpolarized
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Fig. 14. Top six plots: unpolarized cross section (top row)
and beam-polarized cross section difference for the ep → e′p′γ
reaction, as a function of φ, for (Q2, xB) = (1.63 GeV2, 0.185)
and for 3 values of −t: 0.153, 0.262 and 0.447 GeV2. Bot-
tom six plots: same observables for (Q2, xB) = (2.78 GeV2,
0.335) and −t = 0.204, 0.262 and 0.448 GeV2. The green
long-dashed curves show the BH contribution only. The other
curves correspond to the predictions of four GPD models:
VGG [11,28,45,47] (blue solid curves), KMS12 [48] (cyan dash-
dotted curves), and two versions of the KM model [42, 54],
KM10 (red dotted curves) and KM10a (red short-dashed
curves). The blue bands show the systematic uncertainties.
Figure taken from ref. [53].

cross section (top) and beam-polarized cross section dif-
ference (bottom). For each of these (Q2, xB) bins, three
selected −t bins are shown.

As was observed in the Hall-A results (fig. 8), the BH
process (green long-dashed curves in fig. 14) causes the
unpolarized cross sections to peak towards φ = 0◦. The
difference between the BH curves and the data can thus be
attributed to the DVCS process. Figure 14 shows the cal-
culations of four GPD models, described in the caption.
Three of these models, VGG, KMS12, and the KM10a
version of the KM model, describe the data well without
additional inputs, while the KM10 model fails to repro-
duce the data near φ = 180◦. The model interpretation
of the E01-113 results favors a smaller deviation from the
pure BH process around φ = 180◦ than suggested by the
Hall A data [36], that only the KM10 model manages to
fit, thanks to the inclusion of a sizeable contribution of the
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Fig. 15. Results of the CFF fit of the CLAS unpolarized and
beam-polarized cross sections for HIm (upper panel) and HRe

(lower panel), for three (Q2, xB) bins, as a function of t. The
blue solid curves are the predictions of the VGG model. The
black dashed curves show the fit of the results by the function
Aebt. Figure taken from ref. [53].

GPD H̃. Therefore, the CLAS results reinforce the expec-
tation of the H-dominance in the unpolarized epγ cross
section.

These data were also used to extract the CFFs, using
the procedure described in [15,55], based on a local-fitting
method at each given experimental (Q2, xB ,−t) kinematic
point. In this framework, instead of the four complex CFFs
defined as in eqs. (9) and (10), there are eight real CFFs
defined as

FRe(ξ, t) = �eF(ξ, t), (55)

FIm(ξ, t) = − 1
π
�mF(ξ, t) = [F (ξ, ξ, t) ∓ F (−ξ, ξ, t)] ,

(56)
where the sign convention is the same as for eq. (8). These
CFFs are the parameters that are extracted from DVCS
observables using the well-established DVCS+BH theo-
retical amplitude. For the fit to the CLAS cross sections,
this CFF-extraction procedure was applied leaving only 4
CFFs as free parameters [53].

Figure 15 shows, for a selection of three out of the 21
(Q2, xB) bins, the t distribution of the fitted HIm and
HRe. Figure 15 also shows the predictions of the VGG
model, which overestimates the fitted HIm at the smallest
values of xB .

The t-dependence of HIm was fitted with the function
Aebt, with A and b left as free parameters. Reminding
that b is related to the transverse size of the nucleon, the
fact that b increases with decreasing xB suggests that the
nucleon size increases at lower parton-momentum values,
thus revealing from experiment a first tomographic im-
age of the nucleon. The increase of A, instead, reflect an
increase with xB in the density of partons in the proton.

5.4 Planned cross section measurements at COMPASS

In the beam charge-and-spin difference of the cross section
for unpolarized proton target, that will be measured at

Fig. 16. Projected statistical accuracy (error bars) for a mea-

surement of the φ-dependence of dσ
+← − dσ

−→ for 0.03 ≤ x ≤
0.07 and 1 ≤ Q2 ≤ 4 GeV2. This corresponds to 40 weeks
of running time in 2016-17 with a 2.5 m long LH2 target, an
intensity of 4.6 × 108μ in a 48 s SPS spill period and an over-
all global efficiency of 10%. Two model predictions are shown:
VGG [11,28,45,47] (black and cyan curves on left) and a calcu-
lation from a global fit to world data [42] with (blue curve) and
without (red curve) including JLab Hall A data [36]. Note that
the JLab Hall A results have been superseded by the results
produced by the new analysis described in sect. 5.1. Figure
from ref. [37].

COMPASS [37], the contribution from BH cancels out, as
was shown in eq. (33), and

dσ
+→ − dσ

−← ∝ cI
0,unp + cI

1,unp cos φ. (57)

In eq. (57) the DVCS amplitude is expanded in 1/Q
keeping only leading-twist terms [13, 21–23]. The coeffi-
cients cI

0,unp and cI
1,unp are, for COMPASS kinematics,

dominated by the real part of H.
Figure 16 shows the projected statistical accuracy in

one bin for 40 weeks of running time planned for 2016 and
2017. The bin corresponds to the kinematics xB ∼ 0.05,
Q2 ∼ 2GeV2, for the complete range in −t (0.06 < −t <
0.64GeV2).

The black and cyan curves are predictions using the
VGG model [11, 28,45,47] and 2 shrinkage parameters α′

of 0.8 or 0.05 where the large value is well adapted for the
valence region. The red and blue curves are calculations
from a global fit to world data done by Kumericki and
Mueller [42] with (blue) and without (red) including JLab
Hall A 2006 results [36]. Note that the JLab Hall A results
have now been superseded by new results described in
sect. 5.1.

Figure 17 presents the cos φ modulation of the asym-
metry, integrated over Q2 as a function of t in 6 domains
in xB . This modulation is related to the real part of the
CFF H which was found positive at HERA [34] close to
zero at CLAS [53], and negative at HERMES [56]. The
kinematic domain of COMPASS, in particular the region
0.005 < xB < 0.03 (see the 3 top panels of fig. 17) is ex-
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Fig. 17. Projected statistical accuracy for the amplitude of
the cos φ modulation of the beam charge-and-spin asymme-
try which will be measured at COMPASS [37] in 40 weeks of
running time in 2016-17. The projections (red points) are cal-
culated using the VGG model [11,28,45,47]. The green curves
show recent calculations [42] based on a global fit of world data
including JLab Hall A (solid line) or not (dotted line). The blue
triangles at large xB show results from HERMES [56].

pected to allow the determination of the xB position of
the node of this function, which is an essential input for
any global fitting procedure of GPDs.

6 DVCS asymmetries for unpolarized proton
target

At HERMES kinematics the DVCS process makes only a
small contribution to the photon production cross section
compared to the BH contribution. Thus the basic concept
at HERMES is to measure the interference term and get
an access to the DVCS amplitudes through measurements
of asymmetries with respect to the charge and helicity of
the incident lepton and/or the polarization of the target.

The main features of the DVCS experiments carried
out at CLAS, instead, are, on the one hand, the recon-
struction of the epγ final state via the detection of all three
particles, which minimizes systematic uncertainties due to
the presence of backgrounds, and, on the other hand, the
extraction of four-dimensional asymmetries with good ac-
curacy and on a vast kinematical coverage. This provides
stringent constraints for GPD models and fit-based CFF
extraction methods.

6.1 Separation of contributions from DVCS and its
interference with the BH process at HERMES

In the case of an unpolarized target and a longitudinally
polarized beam, the experimental observables that provide
sensitivity to the coefficients of eqs. (13), (15), and (16)
are the two sets of asymmetries, the beam-helicity asym-
metries (AI

LU and ADVCS
LU ) and beam-charge asymmetries

(AC), appearing in the distribution of the real photons in
the azimuthal angle φ:

σ(φ, P�, e�) = σUU (φ)

×
[
1 + P�A

DVCS
LU (φ) + e�P�A

I
LU (φ) + e�AC)(φ)

]
. (58)

The charge-dependent terms correspond to interference
terms, while the charge-independent terms correspond to
squared-DVCS term. The data collected by HERMES
with both beam charges and helicities, allows the sepa-
ration of the individual terms in eq. (58). The expansions
in φ of the asymmetries are given [57] by

AI
LU (φ) �

2∑
n=1

A
sin(nφ)
LU,I sin(nφ), (59)

ADVCS
LU (φ) � A

sin(φ)
LU,DVCS sin(φ), (60)

AC(φ) �
3∑

n=0

A
cos(nφ)
C cos(nφ). (61)

These asymmetries relate to the Fourier coefficients ac-
cording to eqs. (34), (36) and (37). At HERMES kinemat-
ics, the dominant contribution to the BH term in the de-
nominator is the constant term, to the degree that one can
neglect the effects of the coefficients cBH

1,unp and cBH
2,unp and

the squared unpolarized DVCS amplitude and the effect
of the φ-dependence of the BH propagators. In any case,
the extracted asymmetry amplitudes are well defined and
can be computed in various GPD models for direct com-
parison with the data. The asymmetry amplitudes Asin φ

LU,I,

Acos φ
C and A

cos(0φ)
C are the ones related to twist-2 GPDs

via the Fourier coefficients cI
0,unp, cI

1,unp, and sI
1,unp given

in eqs. (29), (30), and (31). The asymmetry amplitudes
Asin φ

LU,DVCS, A
sin(2φ)
LU,I , A

cos(2φ)
C and A

cos(3φ)
C are related to

other Fourier coefficients in eqs. (13), (15) and (16).
The simultaneous extraction of all the azimuthal am-

plitudes of the DVCS asymmetries at HERMES is based
on a maximum-likelihood technique [58] with a bin-free fit
in the azimuthal angle φ.

The resulting cos(nφ) amplitudes of the beam-charge
asymmetry AC are shown on fig. 18, integrated over all
kinematic variables (“Overall”: 〈−t〉 = 0.12GeV2, xB =
0.10, 〈Q2〉 = 2.46GeV2) and also projected against −t,
xB and Q2. The overall values of the cos(0φ) and cos φ
amplitudes are both non-zero. These amplitudes are zero
at small values of −t and become non-zero with increas-
ing values of −t. The two amplitudes have opposite sign
and cos(0φ) has a smaller magnitude. This is the reflec-
tion of the relation between the two underlying coeffi-
cients cI

0,unp and cI
1,unp (see eq. (31)). Both amplitudes
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Fig. 18. The cos(nφ) amplitudes (n = 0–3) of the beam-charge
asymmetry AC extracted from all the unpolarized hydrogen
data recorded at HERMES from 1996 until 2007 in the en-
tire experimental acceptance (left column), as well as a func-
tion of −t, xB , and Q2. The error bars (bands) represent the
statistical (systematic) uncertainties. Solid and dashed lines
(KM09) show model calculations from ref. [42]; calculations
from ref. [59] are shown as dashed-dotted lines (GGL11). The
simulated fractional contribution from associated production
to the yield in each kinematic bin is shown in the bottom row.
The figure is from ref. [60].

indicate a weak increase with xB or Q2. The cos(2φ) and
cos(3φ) amplitudes, which are related to twist-3 GPDs and
gluon helicity-flip GPDs, respectively, are suppressed, as
expected, and found to be compatible with zero.

The sin φ amplitude of the beam-helicity asymmetry
ALU,I is shown on the first row of the fig. 19 as a func-
tion of −t, xB and Q2 and in the entire kinematic range.
This amplitude exhibits a large overall value with no sig-
nificant dependence on any of the kinematic variables. As
the asymmetry amplitude Asin φ

LU,I is expected to vanish in
the limit of vanishing −t, this implies a rather strong de-
pendence of this amplitude on t for smaller values of −t.
The Asin φ

LU,I amplitude is sensitive to the imaginary part of
the CFF H and thereby can constrain the GPD H. The
asymmetry amplitude Asin φ

LU,DVCS, amplitude of the beam-
helicity asymmetry sensitive to the squared DVCS term,
and the sin 2φ amplitude of ALU,I are shown in the second
and third rows, respectively. They show no kinematic de-
pendence, with overall values compatible with zero, and
neither asymmetry amplitude shows any dependence in
−t, xB or Q2.

It is interesting to note that the beam-charge Acos φ
C

and beam-helicity Asin φ
LU,I asymmetry amplitudes show a

fundamentally different dependence in −t, being related
to the real and imaginary parts of the same CFFs (see
eqs. (29) and (30)).

The curves in figs. 18 and 19 show the results of model
calculations at the average kinematic of the data analy-
sis. The solid curves show results of calculations from a
global fit [42] of GPDs to experimental data from HER-
MES (1996-2005) and the collider experiments at HERA.
The dashed curves represent the model fit including the
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Fig. 19. The Asin φ
LU,I, Asin φ

LU,DVCS and A
sin(2φ)
LU,I beam-helicity

asymmetry amplitudes extracted from all the unpolarized hy-
drogen data recorded at HERMES from 1996 until 2007 in
the entire experimental acceptance, as well as a function of
−t, xB , and Q2. The error bars (bands) represent the statis-
tical (systematic) uncertainties. An additional 3.2% scale un-
certainty is present in the amplitudes due to the uncertainty
of the beam polarization measurement. Solid and dashed lines
(KM09) show model calculations from ref. [42]; calculations
from ref. [59] are shown as dashed-dotted lines (GGL11). The
simulated fractional contribution from associated production
to the yield in each kinematic bin is shown in the bottom row.
The figure is from ref. [60].

Jefferson Lab Hall-A data [36]. The dash-dotted curves
show the result of calculations from a fit to deep-inelastic
and elastic scattering data, and DVCS data from Jeffer-
son Lab, based on a quark-diquark model with a Regge-
inspired term to determine the t-dependence of the corre-
sponding GPD [59]. It describes the t-projections of the
Asin φ

LU,I amplitude well, but the projections in the other
kinematic variables are not as well described. The model
describes the trends of the beam-charge asymmetry am-
plitudes A

cos(0φ)
C and Acos φ

C well.
The data used in this analysis were collected with-

out the detection of the recoil nucleon. For the selec-
tion of the BH/DVCS processes, it was required that the
events contain exactly one charged track identified as a
lepton with the same charge as the beam lepton, and one
photon being detected in the electromagnetic calorime-
ter [61]. For this data, events were selected by requiring
that the squared missing-mass M2

X = (q+PN −q′)2 of the
ep → eγX reaction corresponded to the squared nucleon
mass M2

N , where PN = (MN , 0, 0, 0).
Such an event sample includes not only ep → epγ

events but also contamination from the semi-inclusive pro-
duction of neutral mesons, mostly π0, where either only
one decay photon is detected or the decay photons can-
not be resolved (see the left panel of fig. 20). The ex-
clusive region is defined in a mass window to minimize
background from deep-inelastic scattering fragmentation
processes, while maintaining reasonable efficiency.

The other source of contamination is the “associated”
production, where the nucleon is excited to a resonant
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Fig. 20. The distribution in squared missing-mass from data
for pre-recoil data (left) and recoil data (right) compared to
Monte Carlo simulations (solid line). The latter include the
elastic contribution from BH process, ep → epγ, shown as a
dashed histogram, as well as the contributions from associated
production, ep → eΔ+γ, and semi-inclusive background shown
as hatched histograms. Figure is from ref. [62].

state, ep → eΔ+γ. This contamination remained part of
the signal. The bottom rows of figs. 18 and 19 show the
estimated fractional contribution from associated BH pro-
duction in each kinematic bin. On average it is about 12%
within the exclusive region rising with increasing values
of −t.

6.2 Beam-helicity asymmetry with kinematically
complete event reconstruction at HERMES

For the last two years of the data taking, HERMES ran
with a recoil detector [63] installed in the target region.
The main purpose of this detector was the detection of
the recoil target proton in order to enhance access to hard
exclusive processes at HERMES, in particular to DVCS.

For the data sample with the recoil detector, a “pure”
exclusive event sample is selected by combining infor-
mation from the recoil detector and forward spectrom-
eter in a kinematic event fit. This fit is based on four-
momentum conservation under the hypothesis of the pro-
cess ep → epγ. It is performed for every exclusive-event
candidate by using the three-momenta of the positron and
photon measured in the forward spectrometer and the
proton candidate in the recoil detector. For more details
see ref. [62]. This event selection results in suppression
of background contaminations from associated and semi-
inclusive processes to a negligible level (less than 0.2%,
see the right panel of fig. 20) while keeping the efficiency
high (≈ 83%).

The data was recorded with one beam charge only. The
real-photon production cross section for an unpolarized
target is given as

σ(φ, P�, e�) = σUU (φ) × [1 + P�ALU (φ, e�)]. (62)

For the definition of the asymmetry ALU see eq. (35).
The Fourier amplitudes of the single-charge beam-helicity
asymmetry,

ALU (φ, e�) = Asin φ
LU sin φ + A

sin(2φ)
LU sin(2φ), (63)

φ
φ

∞
∞

Fig. 21. Amplitudes of single-charge beam-helicity asymme-
try extracted from the pure ep → epγ sample obtained with
recoil-proton reconstruction. The amplitudes are presented in
projections of −t, xB , and Q2. The overall results are extracted
in a single kinematic bin covering the entire kinematic accep-
tance. Statistical (systematic) uncertainties are represented by
error bars (bands). A separate scale uncertainty arising from
the measurement of the beam polarization amounts to 1.96%.
The theoretical models are evaluated at the average values of
the kinematics and are based on ref. [47] labeled as “VGG
Regge” and on ref. [42] labeled as “KM”. The figure is from
ref. [62].

were extracted [62]. For data collected with only one beam
charge, the two terms containing sDVCS

1 and sI
1 cannot

be disentangled. However, at HERMES kinematic con-
ditions, the asymmetry is expected to be dominated by
the term containing sI

1. Note that Asin φ
LU is related, but

not identical to sI
1 since there is a φ-dependence in the

denominator. The statement also holds for A
sin(2φ)
LU . As

a consistency check for extraneous harmonics caused by
the φ-dependence of the denominator and as a test of the
normalization of the fit, the maximum likelihood fit was
repeated including the terms A

cos(0φ)
LU and Acos φ

LU . As ex-
pected, these spurious terms were found to be compatible
with zero within statistical uncertainties and have negli-
gible impact on the resulting asymmetry amplitudes.

The overall value of the leading sinφ amplitude at
〈−t〉 = 0.13GeV2, 〈xB〉0.10 〈Q2〉 = 2.63GeV2 is nega-
tive and significantly different from zero (see fig. 21). Its
one-dimensional projections in xB and Q2 reveal no de-
pendencies. There is no clear indication for a dependence
on −t, although this amplitude is expected to approach
zero as −t approaches zero. The magnitude for the overall
asymmetry amplitude Asin φ

LU is slightly larger compared to
the Asin φ

LU,I (see fig. 42). Neglecting the contribution from
the squared-DVCS term, this difference arises from the
different acceptance of the recoil detector as well as from
the elimination of background from associated production.

The overall value of the sub-leading sin(2φ) amplitude
is compatible with zero within its total experimental un-
certainty.

The accuracy of the measurements allows for a rejec-
tion of certain GPD models and their parameters. The
asymmetry amplitudes are compared with model calcu-
lations labeled “VGG Regge” [47]. Variants of this model
differ in the t-dependence of GPD H. The skewness depen-
dence is controlled by the b parameter, where bval (bsea) is
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a free parameter for the valence (sea) quarks. The result
of the model calculation depends only very weakly on the
value of bval. For the sea quarks, the skewness-independent
variant of the model (bsea = inf) is consistent with the
data, while a maximal skewness dependence (bsea = 1) is
disfavored.

The other model calculations [42] labeled “KM” is al-
ready discussed in the scope of beam-charge and beam-
helicity amplitudes. This model calculations agree well
with the extracted leading amplitude.

As for the associated processes that remain part of
the signal in DVCS analyses for pre-recoil data, HERMES
measured the beam-helicity asymmetry in associated elec-
troproduction of real photons, ep → eγπN in the Δ(1232)-
resonance region using the data collected with the recoil
detector, longitudinally polarized positron beam and an
unpolarized hydrogen target [64]. Azimuthal Fourier am-
plitudes of this asymmetry are extracted separately for
two channels, ep → eγπ0p and ep → eγπ+n. All asymme-
try amplitudes are found to be consistent with zero.

6.3 Beam-spin asymmetries from CLAS

The data were taken during the E01-113 experiment, de-
scribed in sect. 5.3. After detecting epγ events and apply-
ing the standard CLAS fiducial cuts to exclude the least
efficient areas of the detector, kinematic cuts were applied
in order to ensure exclusivity. The remaining background,
due to the epπ0 events where only one of the two decay
photons was detected which survived the exclusivity cuts,
was estimated, using Monte-Carlo simulations and de-
tected epπ0 → e′p′γγ events, and subtracted [52]. In order
to extract beam-spin asymmetries, the selected data sam-
ple was divided into 12 bins in the (Q2, xB) plane (fig. 22,
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Fig. 22. Left: kinematic coverage and binning in the (Q2, xB)
plane. Right: beam-spin asymmetry as a function of φ for 2 of
the 57 (Q2, xB , t) bins. The red long-dashed curve corresponds
to the fit with eq. (64), without the term in cos 2φ. The (black)
dashed curve is a Regge calculation [65]. The other blue curves
correspond to the GPD calculation of ref. [45] at twist-2 (solid)
and twist-3 (dot-dashed) levels [29], with the contribution of
the GPD H only. This figure is from ref. [52].
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Fig. 23. a = ALU (90◦) as a function of −t, where ALU is the
DVCS beam-spin asymmetry extracted with CLAS [52]. Each
individual plot corresponds to a bin in (xB , Q2). The experi-
mental points (black circles) are compared to previous results
from ref. [26] (purple upside-down triangles) or extracted from
cross section measurements [36] (green triangles), at similar —
but not equal— values of 〈xB〉 and 〈Q2〉. The curves are the
following GPD model predictions: VGG [11, 28, 45, 47] (blue
dotted line), GK [66–68] (solid black line), and KM15 [69] (red
dashed line).

left), in 5 bins in −t (from 0.09GeV2 up to 1.8GeV2), and
in 12 bins in φ, each 30◦ wide [52]. For each bin in Q2, xB

and t the asymmetry was fitted according to the leading-
twist expansion of eq. (35), neglecting higher-twist terms
and retaining only dominant terms, with the function

A =
a sin φ

1 + c cos φ
, (64)

where the cos 2φ term of the denominator was omitted,
since its contribution was found to be consistent with
zero [52]. The fit is represented by the red long-dashed
curve in fig. 22, right side. The parameter a, correspond-
ing to the asymmetry at 90◦, appears to be dominant with
respect to c at the lowest −t values. Its evolution as a func-
tion of −t for each (Q2, xB) is plotted in fig. 23.

The obtained values of a(t), which are in good agree-
ment with the previous CLAS result [26] and with the
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Fig. 24. Expected statistical accuracy and kinematical cover-
age for the beam-spin asymmetry that will be measured with
CLAS12, as a function of (xB , Q2, −t). The outer x-axis cor-
responds to the xB range, divided into 4 bins. The outer y-axis
represents the Q2 range. Each individual histogram is the BSA
(plotted between −0.7 and 0.7) as a function of φ (between 0
and 2π) for a given −t bin. The average value of −t in the
bin is shown in the upper part of each histogram. Figure taken
from ref. [70].

points from Hall A [36], are compared to the predic-
tions of three GPD parametrizations: VGG [11,28,45,47],
GK [66–68], and KM15 [69]. Systematic studies on vari-
ous versions of these two double-distributions based mod-
els (VGG and GK) were done in ref. [15], and here only
the versions providing the best fits to the data are shown.
In the version of the VGG model shown here, the contri-
butions of the GPDs H, H̃, and E were included. For H
and E the D-term is also included. The parametrization
of E includes both valence- and sea-quarks contributions.
The VGG model tends to overestimate the experimen-
tal asymmetries at low t, expecially at low values of Q2

and xB. The agreement with the data improves as xB in-
creases. For the GK model, only the contribution from
the GPD H was retained here, as the inclusion of other
GPDs worsened the agreement with the data. GK system-
atically overestimates the experimental asymmetry ampli-
tude, especially at low −t, and, similarly as for VGG, has a
slightly better agreement in the high-Q2 region. The best
fit to the data is provided by the KM15 model, which is
expected since these data are included in the fit of the
model parameters. It must be noted that for −t > Q2/4
the KM15 model lines are just a naive extrapolation, and
any partonic interpretation (e.g. for 3D imaging) is not
justified.

6.4 Beam-spin asymmetry measurements with CLAS12

With its large acceptance, good particle identification ca-
pability and high luminosity (L � 1035 cm−2 s−1, a factor
of 10 more than the old CLAS), the upgraded CLAS12 will
be very well suited to study nucleon structure at high xB .
The experimental program for the first 5 years of opera-
tion of CLAS12 will be mainly focused on measurements

Fig. 25. The red points are, for all three figures, the pro-
jected beam-spin asymmetries that will be measured in the
upcoming CLAS12 experiment. Left: BSA as a function of φ,
for 〈xB〉 = 0.2, 〈Q2〉 = 3.3 GeV2, 〈−t〉 = 0.45 GeV2. Middle:
BSA as a function of −t, for 〈xB〉 = 0.2, 〈Q2〉 = 3.3 GeV2,
〈φ〉 = 90◦ GeV2. Right: BSA as a function of xB , for 〈−t〉 =
0.45, 〈Q2〉 = 3.3 GeV2, 〈φ〉 = 90◦ GeV2. The lines are the pre-
dictions of the VGG model, with different options: Regge-like
t-dependence and inclusion of the “D-term” (solid line); Regge-
like t-dependence without D-term (dotted line); t-dependence
from the electromagnetic form factors, D-term included (dash-
dotted line). Figure taken from ref. [70].

of GPDs in exclusive processes. In particular, the first ex-
periment to run will be mainly geared towards the extrac-
tion of beam-spin asymmetries for the �ep → epγ reaction.
Similarly to what was done for the 6GeV DVCS experi-
ments in CLAS, the epγ final state will be fully detected.
Figure 24 shows the expected coverage and statistical ac-
curacy for the projected BSA, that will be obtained for
80 days of running. The relative systematic uncertainties
will not exceed 5%.

The precision and kinematical coverage of these asym-
metries will bring stringent constraints to GPD parame-
trizations, as can be seen in fig. 25. With such a wide
t and Q2 coverage, it will be possible to study the on-
set of twist-3 effects or higher, which enter the BSA as
powers of

√
−t/Q. Furthermore these BSAs, combined to

the other proton-DVCS observables that will be measured
with CLAS12 (sects. 7.3, 8.2), will contribute to the ex-
traction, via global fit of parametrized GPDs or via model-
independent local fits, of the CFFs of the proton.

The measurement of the �ep → epγ absolute cross sec-
tions and cross section differences will be another objective
of this experiment. In this case, the relative systematic un-
certainties, expected to be at the 10% level, will dominate
over the statistical ones.

7 DVCS on longitudinally polarized target

In case of longitudinally polarized target, the asymmetries
appearing in the distribution of the real photons in the
azimuthal angle φ,

σ(φ, e�, P�, SL) = σUU (φ, e�)
{
1 + SL AUL(φ)

+P� SL ALL(φ) + P� ALU (φ)
}
, (65)

are the target single-spin AUL and double-spin ALL asym-
metries defined in eqs. (39) and (46). Both the HERMES
and the CLAS Collaboration produced results on both of
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these observables, and they are shown in the following
sections. The longitudinally polarized hydrogen data at
HERMES and CLAS were taken solely with one lepton-
beam charge (positron for HERMES, electron for CLAS).
Thus, the direct separation of the squared-DVCS and in-
terference terms is not possible.

7.1 HERMES results

In the analysis of HERMES data, the asymmetries for
longitudinally polarized target were decomposed as

AUL(φ) �
3∑

n=1

A
sin(nφ)
UL sin(nφ), (66)

ALL(φ) �
2∑

n=0

A
cos(nφ)
LL cos(nφ). (67)

The Asin φ
UL and Acos φ

LL asymmetry amplitudes receive lead-
ing-twist contributions via the Fourier coefficients sI

1,LP

and cI
1,LP, respectively and twist-3 contribution from

dσDVCS
UL and dσDVCS

LL (see eqs. (39) and (46)). The dom-
inance of the interference term over the squared-DVCS
term, combined with the additional 1

Q -suppression aris-
ing from the twist-3 nature of the squared-DVCS con-
tribution, makes Asin φ

UL and Acos φ
LL the simplest of the

asymmetry amplitudes in this series of asymmetries from
which the GPD-related information can be extracted.
More specifically, it is expected that these measurements
can be used to constrain the values of the CFF H̃. The
Asin φ

UL amplitude is sensitive to the imaginary part of the

CFF H̃, whereas the Acos φ
LL amplitude is sensitive to the

real part of the same CFF (see eqs. (40) and (47)).
The Acos 0φ

LL asymmetry amplitudes receives leading-
twist contributions from interference and pure DVCS co-
efficients, cI

0,LP and cDVCS
0,LP , and also an additional con-

tribution from BH coefficients cBH
0,LP. The tangled mix of

contributions to these amplitudes increases the difficulty
of extracting information related to CFFs and therefore
GPDs from it.

The higher-order Fourier components of the asymme-
tries of eqs. (66) and (67) receive twist-3 or gluon-transver-
sity contributions.

Figures 26 and 27 respectively show the asymmetry
amplitudes A

sin(nφ)
UL and A

cos(nφ)
LL integrated over the HER-

MES acceptance (“integrated”) as well as projected across
the kinematic variables −t, xB and Q2. The first harmonic
of the AUL, when extracted in the entire kinematic range
(〈−t〉 = 0.12GeV2, xB = 0.10, 〈Q2〉 = 2.46GeV2), ex-
hibits the value −0.073 ± 0.032(stat.) ± 0.007(syst.). The
A

sin(2φ)
UL amplitude has an unexpectedly large value when

extracted from the integrated kinematic range of the data
set. This asymmetry amplitude is expected to receive a
mixture of quark twist-3 and gluon twist-2 CFF contribu-
tions, and as such could have been expected to be small in
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extracted in the entire kinematic range, as well as a function
of −t, xB , and Q2. The error bars (open red bands) show the
statistical (systematic) uncertainties and the solid blue bands
represent the predictions from the “VGG Regge” GPD model
described in ref. [47]. The fractional contributions from reso-
nance production estimated from an MC model are presented
in the bottom panel. This figure is from ref. [71].
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extracted in the entire kinematic range, as well as a function
of −t, xB , and Q2. The error bars (open red bands) show the
statistical (systematic) uncertainties and the solid blue bands
represent the predictions from the “VGG Regge” GPD model
described in ref. [47]. The fractional contributions from reso-
nance production estimated from an MC model are presented
in the bottom panel. Figure taken from ref. [71].

the HERMES kinematic range. The kinematic projections
provide no evidence of strong dependences on −t, xB , or
Q2 for either of the asymmetry amplitudes. The A

sin(3φ)
UL

amplitude is found to be consistent with zero.
The dominating contribution for the double-spin

asymmetry A
cos(0φ)
LL is from the Bethe-Heitler Fourier co-

efficient cBH
0,LP. It is therefore expected to be positive and

non-zero, as confirmed by the data. No dependences are
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observed in the data across projections −t, xB, and Q2.
The other two harmonics of the double-spin asymmetry
Acos φ

LL and A
cos(2φ)
LL are compatible with zero.

All asymmetry amplitudes are presented in compari-
son with calculations [47], labelled “VGG Regge”. Predic-
tions from this model have been compared previously with
HERMES results with respect to beam-helicity and beam-
charge asymmetries. This is the same model that failed to
predict the HERMES results for the beam-helicity asym-
metry [60].

The amplitude Asin φ
UL is well described by the model,

which predicts the kinematic trend and the magnitude
of this amplitude with reasonable accuracy. However, the
relatively large amplitude A

sin(2φ)
UL is not described by the

model, which predicts that the amplitude should be small
and of opposite sign.

Figure 27 shows that the predictions made by the
model of the ALL asymmetry mostly agree with the data
both regarding the magnitude and trends of the ampli-
tudes. It describes the positive, slightly increasing trend
for the A

cos(0φ)
LL amplitude observed in the data across all

three variables. The prediction of the model for values of
the Acos φ

LL and A
cos(2φ)
LL is compatible with the data within

the uncertainties of the extraction.
The fractional contribution of the resonant state pro-

duction (i.e. “Reso. frac.”) to the data set is estimated
from MC simulations and shown in the bottom rows of
figs. 26 and 27.

7.2 CLAS results

The data, part of the E05-114 experiment which ran
in Hall B at Jefferson Lab during the year 2009, were
produced by a roughly 5.9GeV polarized electron beam
impinging onto a solid ammonia target (NH3), polar-
ized along the beam direction [72], and collected by the
CLAS detector. Exclusive epγ events were extracted, ap-
plying cuts on missing masses and angles formed with the
quadrivectors of the detected electron, proton, and pho-
ton. These cuts served the dual purpose of suppressing the
background of events scattered from the nuclear target
(N14) and the epπ0 events, with only one decay photon
reconstructed, mimicking the epγ final state. The phase
space covered by the selected events was divided into 21
bins in (Q2, xB , −t).

For each (Q2, xB , −t) bin, beam, target, and double-
spin asymmetries were extracted as a function of φ, in
ten equidistant bins (see the example of the target-spin
asymmetry in fig. 28). The two single-spin asymmetries
were fitted with the function

αLU(UL) sin φ

1 + β cos φ
, (68)

according to the leading-twist harmonic expansion of
eq. (39). The left plot of fig. 29 shows the parameter α for
the TSA, i.e. its value at φ = 90◦, as a function of −t, for
the five measured Q2 − xB bins, compared to four GPD
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Fig. 28. Longitudinal target-spin asymmetry for the reaction
ep → e′p′γ as a function of φ, for the 19 (Q2, xB , −t) bins. The
point-by-point systematic uncertainties are represented by the
shaded bands. The solid black curve is the fit with the function
αUL sin φ
1+β cos φ

. The curves show the predictions of the VGG [28,47]

(red-dashed) and KMM12 [73] (green-dotted) models. Figure
taken from ref. [74].

models, described in the caption. The amplitude of the
target-spin asymmetry seems rather constant as a func-
tion of all kinematic variables, −t included, apart from the
expected systematic drop towards t ∼ tmin. This trend is
quite different from what is observed for the beam-spin
asymmetry, which is found to be consistent with the one
previously measured at CLAS [52], which displays a much
stronger drop, by about a factor of 3 on average, for all
Q2-xB kinematics but more markedly at low xB. As men-
tioned in sect. 2 the DVCS/BH beam-spin and target-spin
asymmetries are mostly sensitive to the GPDs H and to a
combination of H̃ and H, respectively. Therefore, consid-
ering that the t-slope of the GPDs is linked via a Fourier
transform to the transverse position of the struck par-
ton [8], this result suggests that the axial charge (linked
to �mH̃) is more concentrated in the center of the nucleon
than the electric charge (linked to �mH), confirming what
was first observed in [75]. This is in agreement with the
behavior as a function of Q2 of the axial form factor, which
is the first moment in x of H̃, and which was measured in
π+ electroproduction experiments on the proton as well as
in neutrino-nucleon scattering [76]. These results adds to
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Fig. 29. First five plots: −t-dependence of the sin φ ampli-
tude of AUL for each Q2-xB bin. The shaded bands repre-
sent the systematic uncertainties. The curves show the pre-
dictions of four GPD models: i) VGG [28, 47] (red-dashed),
ii) KMS12 [48] (black-dotted), KMM12 [73] (blue-thick solid),
GGL [59, 77] (black-solid). Bottom right plot: comparison of
the sin φ amplitude of AUL as a function of −t for the results
of this work (black dots) integrated over all Q2 and xB values
(〈Q2〉 = 2.4 GeV2, 〈xB〉 = 0.31), the HERMES results [78]
(green squares) at 〈Q2〉 = 2.459 GeV2, 〈xB〉 = 0.096, and
the previously published CLAS results [79] (pink triangles),
at 〈Q2〉 = 1.82 GeV2, 〈xB〉 = 0.28. The figure is from ref. [80].

this the extra information on the longitudinal momentum
of the partons.

Aside from the highest-xB point, in which VGG re-
produces well the data, the flat −t slope of the target-
spin asymmetry is clearly not predicted by the VGG or
KMS12 models, which instead display a similar drop with
t for the TSA as what was computed for the BSA. These
models approximately reproduce the low-t magnitude of
the asymmetry in some kinematics, with a slightly better
fit of the data for VGG. KMS12 predicts an increase of
the TSA with xB that is not observed in the experiment.
The GGL model also predicts a drop in −t not confirmed
by the data, and moreover it overestimates the magnitude
of the asymmetry by at least a factor of 2. The best fit to
the data is provided, in the bins where it applies, by the
KMM12 model.

The double-spin asymmetry, which appears, with re-
spect to the single-spin asymmetry, rather flat in φ and of
larger magnitude (∼ 0.6), was fitted with the κLL+λLL cos φ

1+β cos φ

function. The constant term, κLL, which is found to dom-
inate the asymmetry, is shown, as a function of −t and
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Fig. 30. −t-dependence, for each Q2-xB bin, of the constant
term κLL (right) of the double-spin asymmetry. The pink two-
dot-dashed curves are the calculations of the DSA for the BH
process alone. The curves show the predictions of four GPD
models for the TSA at φ = 90◦: i) VGG [28, 47] (red dashed),
ii) KMM12 [73] (green dotted), iii) KMS12 [48] (blue dash-
dotted), and iv) GGL [59,77] (orange dash-triple-dotted). The
figure is from ref. [74].

for each Q2-xB bin in fig. 30. It appears that BH fully
accounts for the constant term, and all models —except
for GGL, which misses both the magnitude and the t-
dependence of this observable— predict this and correctly
reproduce it. The models tend to suggest a slight contri-
bution from DVCS in the cosφ term but the statistical
precision of the data does not allow one to draw definitive
conclusions on this.

The three sets of asymmetries (BSA, TSA and DSA)
for all kinematic bins were processed using the fitting pro-
cedure described in [15,55] to extract the Compton Form
Factors. In the adopted version of the fitter code, seven
out of the eight real and imaginary parts of the CFFs are
left as free parameters in the fit (ẼIm = 0). Figure 31
shows HIm (black full squares) and H̃Im (red full circles),
which are obtained from the fit of the CLAS E05-114 data,
as a function of −t for each of the 5 Q2-xB bins. These
are the two CFFs that appear to be better constrained by
these results. Given that the size of the error bars reflects
the sensitivity of the combination of observables to each
CFF, it is evident that, as expected, these asymmetries
are mostly sensitive to �mH̃.

The results for HIm and H̃Im confirm what had been
previously observed in a qualitative way by direct compar-
ison of the t-dependence of TSAs and BSAs: the t-slope
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Fig. 31. −t-dependence for each Q2-xB bin of HIm (black
squares) and H̃Im (red circles). The full points are obtained
by fitting the E05-114 data (TSA, BSA and DSA) [74]. The
empty points were obtained by fitting the BSA results from [52]
integrated over all values of Q2 at xB ∼ 0.25, and the TSAs
from [79]. Figure taken from ref. [74].

of �mH is much steeper than that of �mH̃, hinting that
the axial charge (linked to �mH̃) might be more “con-
centrated” in the center of the nucleon than the electric
charge (linked to �mH). This effect seems stronger at the
lowest values of xB , while both CFFs tend to flatten out
as xB increases.

It is also interesting to compare the results obtained
for the two equal-xB bins (Q2 = 1.97GeV2 and Q2 =
2.41GeV2): within the limits imposed by the size of the
error bars and by the Q2 lever arm (only 0.44GeV2), both
sets of CFFs are compatible, at the 1 σ level, which sup-
ports the validity of the scaling hypothesis.

In fig. 31 the values of HIm and H̃Im that were ob-
tained [75] using the same fitting code with the results
from E01-113 [52] for the beam-spin asymmetry and from
a previous polarized-target CLAS experiment [79] for the
target-spin asymmetry, are also shown. Aside from the
much larger kinematic coverage for the polarized-target
observables made accessible by the new data, in the kine-
matics where the previous extraction had been attempted,
they improve the precision of �mH̃.

Fig. 32. Projections for the CLAS12 target-spin asymmetry
versus φ, for different Q2, xB , and −t values (see caption of
fig. 24 for the explanation of the axes). The error bars are
statistical. Figure taken from ref. [70].

Fig. 33. (a) Target-spin asymmetry as a function of φ for
Q2 = 4.1 GeV2, xB = 0.36, and −t = 0.52 GeV2. (b), (c) sin φ
moments of the TSA respectively versus −t at Q2 = 4.1 GeV2,
xB = 0.36, and versus xB at Q2 = 4.1 GeV2, −t = 0.52 GeV2.
The black points show values obtained with a version of the
VGG model [47] that used CTEQ6 PDFs, and the error bars
show the statistical procision expected for the CLAS12 ex-
periment. The red solid and the blue dashed curves are also
predictions of the VGG model with MRST02 PDFs and, re-
spectively, E = Ẽ = 0, and H̃ = E = Ẽ = 0. Figure taken
from ref. [70].

7.3 CLAS12 planned experiment

The E05-114 results brought important new information
on the xB- and t-dependence of CFFs, especially �mH̃, on
quite a wide kinematical coverage, but their low statistics
allowed to perform only a rather coarse four-dimensional
binning. This shortcoming will be compensated by the
planned CLAS12 experiment for DVCS at 11GeV on a
longitudinally polarized ammonia target [70]. Figure 32 il-
lustrates the precision and coverage that will be obtained
for the target-spin asymmetry, which will permit a precise
tuning of GPD parametrizations (fig. 33), in particular for
H̃. The double-spin asymmetry ALL will be a by-product
of this experiment, bringing sensitivity to the real part of
CFFs.
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It must be noted that the fact that TSA and DSA
will be measured on the same kinematic grid as the BSA
(sect. 6.3), will permit to separate the contributions of the
�mH and �mH̃ CFFs, as was done in the 6GeV CLAS
experiment (fig. 31).

8 Azimuthal asymmetries on transversely
polarized target

In the case of a transversely polarized target, the exper-
imental observables that provide sensitivity to the coeffi-
cients appearing in eq. (19), (20), (25) and (26) are the
transverse target single-spin AUT and double-spin ALT

asymmetries:

σ = σUU (φ)
{

1 + e�AC(φ) + e�P�A
I
LU (φ) + P�A

DVCS
LU (φ)

+S⊥ADVCS
UT (φ, φS) + e�S⊥AI

UT (φ, φS)

+P�S⊥ABH+DVCS
LT (φ, φS) + e�P�S⊥AI

LT (φ, φS)
}

.

(69)

For definitions of the asymmetries see eqs. (41), (42)
and ref. [25]. The only existing DVCS data, as of today,
on transversely polarized protons were produced by the
HERMES Collaboration. They will be complemented by
CLAS12 data in the near future.

8.1 HERMES results

In the analysis of HERMES data, the AI
UT and ADVCS

UT
asymmetries were expanded in φ and φ − φS as

ADVCS
UT (φ, φS)=

3∑
n=0

A
sin(φ−φS) cos(nφ)
UT,DVCS sin(φ−φS) cos(nφ)

+
3∑

n=1

A
cos(φ−φS) sin(nφ)
UT,DVCS cos(φ − φS) sin(nφ), (70)

AI
UT (φ, φS) =

3∑
n=0

A
sin(φ−φS) cos(nφ)
UT,I sin(φ − φS) cos(nφ)

+
3∑

n=1

A
cos(φ−φS) sin(nφ)
UT,I cos(φ − φS) sin(nφ). (71)

As in the unpolarized target case (see sect. 6.1), the
separation of the individual terms in eq. (69) is possible
combining data collected with both beam charges and he-
licities on a transversely polarized hydrogen target.

Selected results [81] are presented on fig. 34, in the
entire kinematics range (〈−t〉 = 0.12GeV2, xB = 0.09,
〈Q2〉 = 2.5GeV2). The amplitudes AUT,DVCS and AUT,I

for the same azimuthal dependence are shown together
in each panel, even though they typically do not re-
late to the same GPDs. The filled symbols represent the
asymmetry amplitudes related to the coefficients given in

8.1% scale uncertainty

si
n
φ

φ
φ

si
n
φ

φ

Fig. 34. Asymmetry amplitudes of the squared DVCS am-
plitude AUT,DVCS (circles) and the interference term AUT,I

(squares). The error bars (bands) represent the statistical (sys-
tematic) uncertainties, excluding the 8.1% scale uncertainty
due to the target polarization measurement uncertainty. The
curves are predictions of the VGG model [11, 28, 45, 47], with
three different values for the u-quark total angular momentum
Ju and fixed d-quark total angular momentum Jd = 0 [82].
The figure is from ref. [81].

eqs. (43)–(45). The amplitudes represented by the unfilled
symbols are expected to be suppressed, and are indeed
found to be typically small.

The amplitudes A
sin(φ−φS) cos(nφ)
UT,I , n = 0, 1 are found

to have substantial magnitudes with opposite signs but
with little kinematic dependence. Their opposite signs are
expected from eq. (44). The overall result of the ampli-
tude A

sin(φ−φS)
UT,DVCS , shown in the top row of fig. 34, is non-

zero by 2.8 times the total uncertainty. This measurement
provides the first experimental evidence for an azimuthal
harmonic in the squared DVCS amplitude.

In the particular model calculation [11, 28, 45, 47, 82],
assuming the knowledge of the GPDs H, H̃, and Ẽ, these
amplitudes are sensitive to the GPD E. An interesting
feature of the VGG model is that the parametrization of
the GPD E is dependent on the two parameters Ju and
Jd. A given shape in x for the GPD Eq is assumed, and
then the overall normalization is proportional to Jq (see
ref. [11] for more details). Therefore, in the VGG frame-
work an observable which is sensitive to E provides infor-
mation on the total angular momenta of the quarks Jq. In
fig. 34, the model calculations show relevant sensitivity to
Jq. The curves are produced for three different values of
Ju(0.2, 0.4, 0.6), while fixing Jd = 0. Although this model
fails to describe the data for A

sin(φ−φS)
UT,DVCS , it confirms that

the asymmetry amplitudes have significant sensitivity to
Ju.

The amplitude A
sin(φ−φS) cos φ
UT,DVCS is expected to be sup-

pressed, and is indeed found to be small.
The double-spin asymmetries AI

LT and ABH+DVCS
LT

are related to the real part of the same combination of
CFFs as that determining the transverse target single-spin
asymmetries through the imaginary part (see sects. 2.6
and 2.7). The results [25] for the leading Fourier am-
plitudes of beam-charge-difference asymmetry AI

LT are
shown in fig. 35. The results for various harmonics of the
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Fig. 35. Charge-difference double-spin asymmetry amplitudes
describing the dependence of the interference term on trans-
verse target polarization in combination with beam helicity
and beam charge extracted from proton target data. The er-
ror bars (bands at the bottom of the panels) represent the
statistical (systematic) uncertainties. There is an additional
overall 8.6% scale uncertainty arising from the uncertainties in
the measurements of the beam and target polarizations. The
curves show the results of theoretical calculations using the
VGG double-distribution model [47]. The widths of the curves
represent the effect of varying the total angular momentum Ju

of u-quarks between 0.2 and 0.6, with Jd = 0. The bottom row
shows the fractional contribution of associated BH production
as obtained from a MC simulation. This figure is from ref. [25].

asymmetries AI
LT and ABH+DVCS

LT are found to be compat-
ible with zero within the total experimental uncertainties.
Nevertheless, they may serve as additional constraints in
global fits to extract GPDs from measurements. In prin-
ciple, the asymmetry amplitude A

sin(φ−φS) sin φ
LT,I could pro-

vide a similar constraint to �eE and to the total angular
momentum of quarks [82] through the coefficient sI

TP−
(see eq. (50)). However, due to different kinematic pref-
actors, this amplitude is suppressed compared to those
extracted from the single-spin asymmetry AI

UT .
The measured asymmetry amplitudes are compatible

with the predictions [82] of the only available GPD-based
calculation [47] shown in fig. 35. The width of the theo-
retical curves correspond to variation of the total angu-
lar momentum Ju of u-quarks between 0.2 and 0.6, with
Jd = 0. These model calculations also indicate that the
asymmetries are much less sensitive to quark total angu-
lar momentum.

8.2 Planned experiment with CLAS12

The detailed understanding of the transverse structure of
the nucleon in terms of the spatial and spin distributions
of its partons has been recognized as one of the key ob-
jectives of the JLab 12GeV upgrade project. In this per-
spective, the planned CLAS12 experiment for DVCS on a
transversely polarized target was ranked as “high impact”
by the PAC of Jefferson Lab. As was shown in eq. (44)
and discussed in sect. 8.1, the single-spin asymmetry for
proton-DVCS on a transversely polarized target is the
most sensitive observable to the elusive GPD E, which,

Fig. 36. Expected statistical precision (error bars at the bot-
tom of each plot) for the cos φ moment of AUT (top plot) and
of the double asymmetry ALT (bottom plot) for the planned
CLAS12 experiment of DVCS on transversely polarized tar-
get, as a function of −t. The symbols joined by curves rep-
resent VGG predictions for the two observables, for different
combinations of the angular momenta of u and d quarks. The
kinematics are Q2 = 2.5 GeV2 and xB = 0.2. Results from
HERMES are shown for comparison. The red curve shows the
VGG model prediction using the valence approximation for the
GPD E. Figures from ref. [83].

along with H, provides access to the quarks’ orbital an-
gular momentum via Ji’s sum rule (eq. (6)). In particular,
the comparison of theory predictions with the HERMES
results shown in fig. 34 indicates great sensitivity of the
cos φ moment of AUT to the contribution of the u quarks
to the total angular momentum. Single- and double-spin
asymmetry from proton-DVCS on a transversely polar-
ized target will be measured at JLab, with an 11GeV
polarized electron beam and the CLAS12 detector. R&D
studies are currently underway for the construction of a
transversely polarized HD-Ice target, and alternative tar-
get concepts are also being evaluated. The expected pre-
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cision of these asymmetries is shown, for one particular
kinematic, in fig. 36. In the framework of the VGG model,
that parametrizes the GPD E as a function of the quarks’
angular momenta, the expected accuracy on the measured
observables will allow to discriminate between the possi-
ble combinations of Ju and Jd. The measurement will be
performed over the same four-dimensional grid of bins as
was shown for the CLAS12 BSA, TSA and DSA (sects. 6.4
and 7.3), which will permit to combine these observables
for the extraction of all proton CFFs via global or local
fitting procedures.

9 DVCS on the neutron

Measuring Deeply Virtual Compton Scattering on a neu-
tron target is one of the necessary steps to complete our
understanding of the structure of the nucleon in terms
of GPDs. Extracting neutron GPDs is complementary to
extracting proton GPDs, as it allows to carry out a quark-
flavor separation. In fact,

Hp(ξ, t) =
4
9
Hu(ξ, t) +

1
9
Hd(ξ, t) (72)

and
Hn(ξ, t) =

1
9
Hu(ξ, t) +

4
9
Hd(ξ, t) (73)

(and similarly for E, H̃ and Ẽ), from which one can obtain

Hu(ξ, t) =
9
15

(4Hp(ξ, t) −Hn(ξ, t)) (74)

and
Hd(ξ, t) =

9
15

(4Hn(ξ, t) −Hp(ξ, t)). (75)

The importance of neutron targets in the DVCS phe-
nomenology was clearly established in the pioneering Hall
A experiment, which has provided, as of today, the only
existing data set for neutron DVCS. More data are ex-
pected to come from the planned n-DVCS experiments at
CLAS12 in the next few years.

9.1 Hall-A n-DVCS experiment

It was shown in eq. (30) that, in the case of DVCS on
the neutron, the amplitude of its sinφ interference term,
that is accessible via helicity-dependent cross section dif-
ference or beam-spin asymmetry, is mainly governed by
the GPD E, the least known of the GPDs. E is also one
of the two GPDs entering Ji’s sum rule which links the
total angular momentum (Jq) carried by each quark q to
the sum of the second moments over x of the GPDs H and
E. As was shown in eqs. (74) and (75), in order to make a
quark-flavor separation both En and Ep are needed. The
neutron DVCS channel was explored for the first time in
the E03-106 experiment [84] performed in the Hall A of
Jefferson Lab. The polarized-beam cross section difference
was measured on deuterium and hydrogen targets, and the

)2 (GeV2
XM

0 0.5 1 1.5 2 2.5 3

h
S

0

500

1000

1500

2000

2500

3000

3500  data2D

 data2H

p-DVCS simulation

 cut2
XM

)2 (GeV2M
0 0.5 1 1.5 2 2.5 3

h
S

-2000

-1000

0

1000

2000

d-DVCS
n-DVCS d-DVCS simulation

n-DVCS simulation

n-DVCS + d-DVCS

Fig. 37. n-DVCS analysis results from the Hall A experi-
ment [84]. Top: helicity signal (defined as Sh =

R π

0
(N+ −

N−) d5Φ−
R 2π

π
(N+ − N−)d5Φ), for D(e, e′, γ) and H(e, e′, γ)

events; H2 data are folded with a momentum distribution of
the proton in deuterium and scaled to the D2 data luminosity;
the simulation curve is for the Fermi-broadened H(e, e′, γ)p re-
action. Bottom: residual helicity signal after H2 subtraction;
the arrows indicate the M2

X average position of n-DVCS and
d-DVCS events for 〈t〉 = −0.3 GeV2; the simulation curves are
integrated over the acceptance and obtained for the arbitrary
values Im[CI

n]exp = − Im[CI
d ]exp = −1, where CI

n and CI
d de-

pend on the interference of the BH amplitude with the twist-2
Compton form factors. Figure taken from ref. [84].

neutron DVCS and deuteron DVCS signals were extracted
from the comparison of experimental yields within the im-
pulse approximation (fig. 37).

These results were limited by their small kinematical
coverage, low statistical precision and high systematic un-
certainties mostly coming from the subtraction of hydro-
gen data from deuterium ones. Nonetheless, they allowed,
for the first time, a model-dependent extraction of Ju and
Jd (fig. 38).

9.2 CLAS12 n-DVCS experiments

The first neutron-DVCS experiment planned with
CLAS12 [85] aims to extract beam-spin asymmetries with
high accuracy over a wide phase space range taking data
on a liquid deuterium target and ensuring the exclusivity
by detecting the three active final-state particles (enγ).
Figure 39 shows the expected kinematical coverage and ac-
curacy for the BSA, which will cover the kinematic ranges
1.5 < Q2 < 6.5GeV2, 0.1 < xB < 0.6, 0.1 < −t < 1GeV2.
The sensitivity of the asymmetry to different values of the
GPD E, for one of the many (Q2, xB , t) bins for which the
φ-dependence of the BSA will be extracted, is shown in
fig. 40. The size of the error bars will be such to allow one
to discriminate, in a model-dependent way, between the
different hypotheses for Ju and Jd.

Equivalently to the proton case, neutron CFFs can
be extracted by measuring various neutron DVCS ob-
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Fig. 39. Expected accuracy, coverage and binning (Q2, xB ,
−t, φ) for the beam-spin asymmetry for DVCS on the neutron
that will be obtained with the planned CLAS12 experiment.
The y-scale range, common to all bins, is (−0.25, 0.25). The
range in −t is between 0 and 1GeV2. Figure from ref. [85].

servables. Therefore, CLAS12 will also perform an ex-
periment of DVCS on the neutron using a longitudi-
nally polarized deuterium target (ND3) [86]. The goal
of this experiment is to extract target-spin asymmetries
and double-spin asymmetries, similarly to the CLAS E05-
114 experiment described in sect. 7.2. These asymme-
tries, fitted simultaneously with the BSAs that will be
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Fig. 40. Projected results for the φ-dependence (for Q2 =
2.75 GeV2, xB = 0.225, −t = 0.35 GeV2) of the beam-spin
asymmetry for DVCS on the neutron with CLAS12. The curves
are predictions by the VGG model [28, 47] for different values
of the quarks’ orbital momenta Ju and Jd that, in this model,
parametrize the GPD E: Ju = 0.1 and Jd = 0.1 for the solid
line, Ju = 0.3 and Jd = 0.1 for the dashed line, Ju = 0.3 and
Jd = 0.3 for the dotted line, and Ju = 0.3 and Jd = −0.1 for
the dashed-dotted line. Figure taken from ref. [85].

extracted in the unpolarized neutron-DVCS CLAS12 ex-
periment described beforehand, will allow, for the first
time, the model-independent extraction of neutron CFFs.
The CFFs which will be obtained with more precision and
for most of the kinematic points that will be covered by
this experiment are HIm(n) and EIm(n). This is to be ex-
pected, since the TSA and the BSA for neutron DVCS are
most sensitive to these two CFFs (sect. 2). Combining the
obtained neutron CFFs with those that will be extracted
from the proton-DVCS measurements will permit, for the
first time, a model-independent flavor separation of CFFs.

10 Conclusions and outlook

An overview of all DVCS experiments, either done in
the past at HERA (H1 [30–33], ZEUS [35, 38], HER-
MES [25, 27, 56, 57, 60, 62, 71, 78, 81, 87, 88]) and JLab
(6GeV) (Hall A [36,46,84], CLAS [26,52,53,74,79,80,89])
or impending ones at CERN with COMPASS [37] and
with JLab (12GeV) [49, 50, 70, 83, 85, 90] is provided by
fig. 41 in the (Q2, xB) kinematic plane, for 1 < Q2 <
103 GeV2 and 2 · 10−5 < xB < 1. The complementarity,
from the point of view of the covered kinematics, of the
experiments performed at HERA (in collider and fixed-
target mode) and JLab is evident.

The HERMES Collaboration measured all possible
azymuthal asymmetries with respect to charge, beam he-
licity, and target polarization, for proton DVCS, extract-
ing various φ moments. A summary of selected asymmetry
amplitudes extracted by HERMES at the average kine-
matics, using various beam and target configurations for
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hydrogen target is shown in fig. 42. Circles denote the re-
sults without the recoil detector. Triangles denote the re-
sults obtained detecting the proton in the recoil detector.

In the upper two panels the amplitudes of beam-charge
and beam-helicity asymmetries are shown [60, 64, 88].
The significantly different from zero amplitudes A

cos(0φ)
C

and Acos φ
C are sensitive to the real part of the CFF

H. Measurements with both beam charges and both
beam helicities allow to disentangle the two components
of the beam-helicity amplitude Asin φ

LU arising from the
interference term and from the DVCS term. The latter,
as expected from the HERMES kinematics, is negligible
compared to the former. The substantial beam-helicity
amplitude Asin φ

LU,I is of special interest since it is sensitive
to the imaginary part of H.

The transverse target single- and double-spin asym-
metries [25,81] are shown in the middle two panels. Here,
the amplitude A

sin(φ−φs) cos φ
UT ;I is significantly different from

zero and is of great interest since it gives a rare access to
the GPD E.

The amplitudes of the longitudinal target-spin asym-
metries [78] are shown in the lower two panels. The AUL

amplitudes are sensitive to Im(H̃) and the longitudinal
double-spin asymmetries ALL to Re(H̃).

Figure 42 shows also, as a comparison, the results
obtained integrating over all the covered kinematics the
asymmetries for proton DVCS measured by the CLAS
Collaboration (full squares for the E05-114 results, empty
square for the E01-113 ones). The CLAS average kinemat-

ics (〈Q2〉 = 2.4GeV2, 〈x〉 = 0.3, 〈−t〉 = 0.5GeV2) differ
from the ones of HERMES mainly for the higher value
of xB . This explains the big difference in the constant
term of the double-spin asymmetry: this term, in fact, is
dominated by BH, which undergoes strong variations as a
function of xB . It must be pointed out that the measure-
ments carried out at JLab, both in Hall A and CLAS, did
not extract φ moments like HERMES, but fully differen-
tial cross sections and asymmetries, with unpolarized and
longitudinally polarized proton target, with high precision
and on vast kinematic coverages.

All these amplitudes and φ distributions have con-
tributed to the parametrizations of GPD models and for
the extraction of GPDs with local and global fits. A par-
tial overview of the current status for the CFFs extrac-
tion from the existing proton-DVCS data is provided by
fig. 43: here, the Im(H), Im(H̃), and Re(H) CFFs, ob-
tained applying the previously described local-fitting pro-
cedure [15,55] on Hall-A, CLAS, and HERMES data, are
plotted as a function of −t. The fit is performed leaving
all 8 CFFs as free parameters [92]. For the CLAS case,
the example for one (Q2, xB) bin, out of the 21 that were
fitted, is shown.

The imaginary part of the H CFF is the term which
is best constrained by all existing data. Its real part ap-
pears more difficult to determine using the existing ab-
solute DVCS cross sections, while the charge-spin asym-
metry seems to be the most powerful tool for this task.
It is also evident how the inclusion of longitudinal-target
asymmetries is necessary to extract Im(H̃), as well as to
reduce the uncertainties on Im(H).
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Fig. 42. DVCS overview plot showing selected azimuthal
asymmetry amplitudes in the entire HERMES kinematic range
(for the average kinematics of each observables, see the corre-
sponding sections) from data collected from 1996 to 2007. This
includes data on the unpolarized hydrogen and deuterium tar-
gets, the longitudinally polarized hydrogen and deuterium tar-
gets and the transversely polarized hydrogen target. Shown are
the leading amplitudes of the beam charge, the beam helicity,
the target-spin and the double-spin asymmetries. The inner er-
ror bars give the statistical uncertainties, the outer error bars
the quadratic sum of statistical and systematic uncertainties.
The equivalent amplitudes measured by the CLAS Collabora-
tion, integrated over the covered kinematics, are represented by
the full squares (E05-114 results) and the empty square (E01-
113 result). Figure provided by the HERMES Collaboration
and modified by the authors.

Figure 44 shows predictions for the real part (top) and
the imaginary part (bottom) of the CFF H as a function
of xB for two values of t, 0 and −0.3GeV2, according to
three different GPD models [93]. It spans over the three
orders of magnitude in ξ covered by HERA (in collider
mode), COMPASS, HERMES, and JLab. The COMPASS
data will bring important information on the exact posi-
tion of the node for the real part of the CFF. These new
results, along with those that will come from the upgraded
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Fig. 43. Proton CFFs, extracted fitting the Hall-A polarized
and unpolarized cross sections (first column), the CLAS un-
polarized and polarized cross sections alone (second column,
black circles) and combined with the polarized target results
(TSA and DSA) (second column, red squares) in the second
column, and the HERMES results (third column). From top to

bottom, HIm, HRe, and eHIm are shown. All 8 CFFs were left
as free parameters in the fit. Points courtesy of Michel Guidal.

Fig. 44. Real part (top) and imaginary part (bottom) of the
CFF H as a function of xB for 2 values of |t|, computed with
the KM15 (blue curves), GK (red curves), and VGG (green
curves) models. Figure courtesy of Pawel Sznajder, obtained
using the PARTONS platform [93].

JLab, will improve considerably the global determination
of GPDs in a large range of ξ from sea quarks to valence
quarks, as well as in the gluon sector.

One of the most interesting and challenging purposes
of studying GPDs is the possibility of clarifying, via Ji’s
sum rule, the spin decomposition puzzle. Attempts to ex-
tract information on the quark total angular momentum
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Fig. 45. The data from Hall A for DVCS on the neutron
are used to extract, in a model-dependent way, Jd + Ju/5 =
0.18±0.14 [84], while the HERMES results for DVCS on trans-
versely polarized proton yield Jd +Ju/5 = 0.18±0.14 [81]. The
VGG model is used for both datasets. Predictions from GPD
models (GK [66] (cyan), VGG [11, 28, 45, 47] (brown), Gold-
stein et al. [59] (rose)), form-factors considerations (Diehl et
al. [44] (violet)), semi-inclusive measurements (Bacchetta and
Radici [94]), lattice predictions (LHPC [95] (blue), [96] (red)
and QCDSF [97] (green)), quark models (Wakamatsu [98] (yel-
low) and Thomas [99] (black and grey)).

have been performed by fitting the parameters Ju and Jd

of the VGG model to the DVCS measurements (fig. 45).
Although these analyses are very model dependent, the
results agree surprisingly well with various models and
lattice expectations. The caption of fig. 45 provides the
references to such models and lattice calculations.

The experiments planned at JLab at 12GeV [83, 85]
will have the ultimate goal to achieve a model-independent
measurement of quark-flavor separated CFFs. Figures 46
and 47 show the projected precision and coverage that will
be obtained on the proton HIm and EIm CFFs by fitting
the proton-DVCS cross section and all the DVCS asym-
metries that are planned to be measured with CLAS12.
In order to convey the impact of the planned CLAS12
proton- and neutron-DVCS program on our knowledge of
GPDs, an example of model-independent flavor separation
of CFFs, which the CLAS12 experiments will make possi-
ble for the first time, is shown in fig. 48. Here, the CFFs
HIm (left) and EIm (right) are shown, as a function of −t,
for the two nucleons (top, where the proton is represented
in black and the neutron in red) and for the two quark fla-
vors (bottom, where black represents u and red d). This
figure has been produced using the proton CFFs that
were extracted combining all the projected results for the
pDVCS asymmetries and cross sections that will be mea-
sured with CLAS12 [15], with the neutron CFFs simlarly
obtained fitting the projected asymmetries for n-DVCS
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Fig. 46. The HIm CFF, obtained from the simultaneous fit
of the projected results for ALU , AUL, ALL, AUx, AUy, ALx,
ALy and for the unpolarized cross section with the fitting code
of refs. [55], is plotted as a function of −t for each Q2-xB

bin covered by the future CLAS12 proton-DVCS data. The
extracted CFFs for which the error bar was larger than 150%
were removed. Figure from ref. [15].

Fig. 47. Same as caption of fig. 46, but for the EIm CFF.
Figure from ref. [15].
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Fig. 48. Top left: HIm(p) (black), extracted from the pro-
jections for the approved and conditionally approved proton-
DVCS CLAS12 experiments, and HIm(n) (red), obtained from
the projections of the approved and conditionally approved
neutron-DVCS CLAS12 experiments, as a function of −t. Bot-
tom left: Quark-flavor separated HIm, black for u and red for
d. The right column shows equivalent results for EIm. Figure
taken from ref. [86].

with unpolarized and polarized deuterium target. The fla-
vor separation of the CFFs will represent a major step
forward towards the unraveling of the contribution of the
quarks’ angular momentum to the total nucleon spin via
Ji’s sum rule.
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