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Abstract

We show that the two nrmm tinnelline exneriment of Mizol
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the quantum optical predlctmn due to insufficient statistical precision in

buchi and Qhtake [Ph vs,

Lett. A 168 (1992)
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n the antlcommdence measurement. We reanalyze

their data and show that the observed number of coincidences is actually even larger than what is expected from a classical

coherent light source.

In an experiment “to throw more light on light”, Mi-
zobuchi and Ohtake [ 1] considered the (anti) coinci-
dence rate of photons in two detectors kept in the path
of tunnelled and reflected beams. This experiment was
originally suggested by Ghose, Home and Agarwal
[2] and in a later paper [3] these authors discussed
the interpretation and implications of the experiment.

The two prism arrangement for the tunnelling exper-
iment uses two right angled prisms with their larger,
hypotenuse faces kept parallel, in close proximity, with
typical separation comparable to the wavelength [1].
The air gap between these planes defines the tunnelling
gap. When the tunnelling gap is arranged such that
there is 50% tunnelling transmission and 50% reflec-
tion approximately, there are equal average counts in
the puOtOui‘:téCtOrS in the two patua The rate of coin-
cidences in the two detectors can be estimated for a
classical, thermal or quantum source and the quantum

optical prediction for a single photon source is zero
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for these coincidences. The nature of the source can
be parametrized [4] by the quantity o« = lhvcllv’/llv'rllv'l,
where N, is the rate of coincidences, N; and N, are
the rate of singles in the reflected and transmitted
beams and N is the number of gates over which the
photodetectors are active. If the source is classical
a 2 1 and the average rate of coincidence is given
by N = N:Ni/N. A classical coherent wave descrip-
tion would give a coincidence rate corresponding io

= 1. Clearly, the quantum optical prediction for the
coincidences when a single photon source is used, is
zero identically. Of course, in an actual experiment
even when a nearly single photon source is employed,
noise would have to be considered which would give
some number of coincidences and & would be a num-
ber much less than 1, but greater than zero. Essen-
tially, to test the quantum optical prediction, the ex-
periment should have sufficient statistical accuracy to
distinguish between this nonzero value of @ and a = 1.

In the experiment of Mizobuchi and Ohtake (re-
ferred to as MO in this paper), the number of anti-

coincidences for different rates of singles in each de-
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with a pulse rate of 5 Hz is used, N = 5 (the photode-
tectors can count only once during every pulse since
their pulse pair resolution time is much larger than the
pulse width) and the expected coincidence rate is very
small. For example, for a singles rate of 1 photon/s,
the expected number of coincidences when « = 1 is
0. 2/s.8 S0, when COi.mui‘lg fors SeCOﬁuo, ulc_y would see
one coincidence and eight anticoincidences. (There
are 10 photons in in the two detectors and one pair is
required for the coincidence. The other eight will give
anticoincidences. If only one preselected counter is
used for generating the anticoincidence, as in their ex-
periment, then the number of anticoincidences is 4 in
[l’llS case. ) lﬂeﬂ Ult: IlOmldllLCU dllllLUl[lLlueTlce ldlC,
as defined by the ratio of the number of anticoinci-
dences to the number of singles, is 0.8 for this exam-
ple, for a classical wave. Similarly the expected clas-
sical coincidences can be calculated for other singles
rates. It is then possible to compare the observed an-
ticoincidence rate to the one predicted from the clas-
sicai piciure. We summarize such an analysis in Fig.
I and it is clear that the result of MO is in conflict
with the quantum optical prediction. First of all their
data show that the observed anticoincidence rate is lin-
ear in the rate of singles, a prediction from the clas-
sical theory. Also, all observed anticoincidence rates
are smaller than predicted for a classical wave, which
means that there are more coincidences than predicted
for @ = 1. Actually the data seem to fit a near thermal
source of light {5] 3. We have made an approximate

estimate of the value of « from their plotted data, for
singles count rates larger than 0.3/s, and we get o >
1.5 £0.6 (this is only indicative, and the standard de-
viation may vary from 0.5 to 0.7 depending on the
individual data points chosen for the estimate). This
may point to some chaotic character in the light which
is detected at the nhotodetectors nnthlv reflecting
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the large fluctuations in the laser intensity. For sma]ler
count rates, the error on a exceeds the thermal value
of 2, and no meaningful conclusion can be deduced.
In short, the experiment of MO does not confirm the
quantum optical prediction in tunnelling. On the other
hand, the data show an anomalously large number of

3 The anticoincidence mode is, however, retained in this modified
experiment as well. The preliminary results are published in Ref.
[6].

1.1 T
1.0 - —— o — - — —v
@
Z 094 |4 N
VR
Zz 08 \i
g + N
& 07 - \§\
3 N
8 06“ \\ \
g N
8 05 N
g AN
0.4 | N
{ (]
0.3 T T T T T T
0.0 04 08 12 16 20

Singles Count rate ( N.s./sec)

Fig. 1. Data from the experiment of Mizobuchi and Ohtake plotted
on a linear scale. The data points with their error bars are from Ref.
[1]. The top horizontal line and triangles are the quantum optical
prediction. The unbroken line (which also approaches unity for
low singles rate) is the classical prediction for coherent radiation
and the broken line is a fit to the data. The insufficient statistical
accuracy in the data and the role of intensity fluctuations are clear.

coincidences. Also, we note that in the region of very
small count rates, the error on the anticoincidence
rates is too large to claim any meaningful iest of the
quantum optical prediction or to distinguish between
various values of « (thermal, coherent, quantum etc.).

We do not believe that the data presented by MO
represents any fundamentally important violation of
the quantum optical prediction. In fact, recently MO
have started another experiment in which the pump
iaser is a CW Ar ion laser, since they have realized
that their data fits the anticoincidence rates predicted
for light with thermal character and this may be over-
come due to the stability of the Ar ionlaser [ 5,6]. This
expectation is certainly true, but even with the Ar ion
laser the statistical accuracy from their preliminary ex-
periment seems to be at about the 1o level for the ver-
ification of the quanium optical prediction. We want
to point out that this is due to the mode in which the
experiment is done and there is a basic inadequacy in
using the anticoincidence mode in this experiment, to
count the number of anticoincidences rather than the
much smaller number of coincidences. If there is no
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cal mformation for the same amount of counting time.
But, in the presence of random noise, the situations
are vastly different and it is much more advantageous
to look at the coincidence rate in this particular case.
Since it is worth discussing this point in some more
detail we now consider the signal to noise ratio in the
1S, in the presein

If N, is the average singles rate at each detector and
N_. the coincidence rate, then the anticoincidence rate
is N,c = Ny — N, since there will be an anticoinci-
dence for counts at either detector which are not co-
incident. For the individual count rates the mean error
on the count rates is given by the square root of the
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sub-Poissonian as in the case of quantum light, there
would be a correction to this, and the mean error is
typically smaller than the square root of count rates.
But in actual cases, in the raw data, this correction
factor, 8§ = 1 — ({n) — (An?))/(n), is of order unity
and may be ignored in the present discussion Strictly

ernaalinge coary ta da a tha ctaticting of
SpLAKIng, it is necessary tG aetermince the statistics ot

photon arrival in individual experiments to account for
this correction factor if a high precision is required,
and if the anticoincidence mode is used to resolve a
small signal of coincidences.) In an experiment of du-
ration 7, the counts would be N,T + /N,T for sin-
gles. In the ideal case, the error on coincidence or an-

ticaincidence counte can ha actimatad nc|nn the erro
UCOCInCIaGence counis can of esumalea ng ne emor

propagation formula for the functional dependence of
these counts on the singles, given by the relation N, =
aN;N;/N ~ aN?/N, assuming approximately equal
singles rate at the two counters. The anticoincidence
rate then is Ny = 1 — N;/N;. The quantities of interest
are N./Ns and N,./N; (these are the same as n./ns

nd /n  wha and n. are total counts ob-
and fye /Mg, WACTE Mg, Mac, ANA N counis ¢o

tained by multiplying the rates by the counting time
T). For low singles count rates as in these experiments,
the number of coincidences are very small compared
to singles counts and n,c = ng since n, < ng. Since
N. < Ny 1n the situation under consideration, N, =~

N; and N T £ / NaT =~ NoeT = /NT. (In the ex-
riment of MO, (N, — Ny ) /N is less than 15% for

l" criment of VI,

Ns =~ 0.5/s, and less than 3% for Ny ~ 0.1/s.) This is
the root of the problem, since the error in the anticoin-
cidence count rate is decided by the singles rate which
is numerically large compared to the coincidence rate,
whereas the signal (depariure of the aniicoincidence

rate from unity) is provided by the small coincidence
rate. Since both N, and N, are normalized to the sin-
gles rate, the errors on both the quantities also are nor-
malized to the singles and consequently what is im-
portant for a comparison of accuracies obtainable is
the absolute error on these two quantities. With n,. ~
ns, the random error on the anticoincidence counts

fen T~ =
lb ayyuu\uualcry vlls 11¢ noise

oi the coincidence
counts can be estimated as a@Ny\/2ng/N. Clearly the
absolute error on coincidence counts is smailer by a
factor of aN;v/2/N compared to that in anticoinci-
dence counts. This shows that the coincidence mode
is much better than the anticoincidence mode in this
experiment since this factor can easily be 10 or more.

Inr uAuu_y, due to randomness ariSiﬁg from limited
efficiency of detectors, other random noises etc., the
error on the coincidence counts is seen to be more like
/1 itself, which can be larger than the error we esti-
mated, but it is still much smaller than \/h's, which is
the error on the anticoincidences. Therefore, the con-
clusion that coincidence mode is much more advanta-

ganne gtaticticallc alid Ttic ag if tha
BUUUD otauauvau_y lvuwuua vauu 4L 1D ad 11 lll\/ UIIUI Ull

the coincidence rate is amplified by a factor +/N;/N,,
and the required counting time increased by the factor
Ns/N.. If the experiment is done in the coincidence
mode, then the time needed for acquiring a statisti-
cally significant amount of data is estimated from the
condition that \/n_c <& n.. The criterion in the antico-

incidence mnrln 18 rhffnrnnt clnnn the nvnnr‘fpr‘ noam.
negence moed 11iCICT el UL CRpEC nuUm

ber of coincidences is a small fraction of the singles,
and therefore the departure of the ratio of the expected
number of anticoincidences to the total number of sin-
gles from 1 is much smaller than what is given by
the fractional statistical error on the anticoincidence
rate. In other words, to compare the experimental re-

cult with the hlqcc1nn| nrof‘hr‘hnn the ranu:rarl ot1t]
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tical accuracy in the antzcomczdence mode is much
more stringent than in the coincidence mode. Quan-
titatively, the requirement can be stated as the mini-
mum counting time required for a signal to noise ratio
of 1 and this is given approximately by the inequai-
ity N.T > +/NaT, since we require that the statisti-

cal error on the anticoincidence count is smaller than

the expected coincidence counts. Therefore we get for
the minimum counting time, T > N,c/N? >~ N;/N2.
Oof course, the required counting time for a reason-
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From the discussion above, it is clear why the exper-
iment of MO was not sensitive enough to distinguish
between the classical and quantum predictions, for low
count rates, contrary to general belief. For example,
for singles count rates of the order of 0.1 counts/s,
the expected classical coincidence rate is 2 x 1073/s
in their experiment. Then the minimum counting time
required in the anticoincidence mode would be larger
than N;/N? = 3x 10* s, whereas their typical counting
times are an order of magnitude smaller. For a statis-
tical significance of 3¢, this would increase to around
3% 10° s. For their lowest count rate point, which is
around 1.5 x 1072 counts/s, the coincidence rate is
smaller than 5 x 1073 /s. Then the minimum count-
ing time required in the anticoincidence mode is much
larger than 10 million seconds! In the coincidence
mode, the same statistical accuracy would be achieved
for a counting time of about 10° seconds, which it-
self is considered difficult, though manageable In the
reglon Wncre UIC bll’lgleb rate lb 1drgcr lIl mclr expci l-
ment, say 1 count/s, the expected coincidence rate is
0.2/s, and the required counting time is only a few
hundred seconds (the actual counting times in the ex-
periment of MO are around 2x10% to 4 x 103 s [5]).
The observed coincidence rate, as deduced from their
plot, is 0.3/s, a factor of 1.5 larger than the classical
wave prediction {corresponding to @ = 1.5). So, in
this region they do have enough sensitivity and their
result does not verify the quantum optical nrpdz(‘tmn
As stated earlier, their observed anticoincidence rate is
smaller than the classical prediction, implying a larger
coincidence rate than the classical prediction.

It is clear that the ideal way to do such an experi-
ment is to use a relatively stable CW laser for the down
conversion since the intensity fluctuations would be
smaller and the count rates would be orders of mag-
nitude higher. It is possible to do the experiment even
with a pulsed laser if counts are taken for sufficiently
long times in the coincidence mode. In fact we have re-

cently completed one such experiment [7] * in which

4 These experiments use a 10 Hz, Nd:YAG laser. The typical
counting time needed for each data point with statistical error

Anor

smalier than 30% exceeds lU S.
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we employed a birefringent crystal to split the single
photon beam into two beams which show smaller co-
incidences than classically expected. A similar issue
has been addressed earlier by the experiment in Ref.
[4] in which photons from atomic cascade were split

e ot o mnleilavae dialanteia Anatad

lllLU lWU beaum atlt a ulhuuaycx GiCIeCiric Ludailcu Ucdlll
splitter. We are testing the quantum optical prediction
for a variety of situations involving birefringence, re-
fraction and tunnelling all of which have some im-
portance to the issue of interpretation [2,8] regarding
wave particle duality and complementarity.
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