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In this article we show with the help of two examples how Compton spectroscopy may
be used to study the effect of chemical bonding in materials as diverse as a molecular
crystal and a high temperature superconductor. Compton spectroscopy has a long history
as an investigative method in condensed matter physics and in fact the realisation that
the Compton profile is sensitive to the effects of chemical bonding dates back at least
fifty years. In the seventies, through the efforts of Weyrich [1] and others [2, 3], practical
applications of this realisation were first achieved. We argue that such studies are
more and more relevant thanks to the availability of synchrotron radiation and efficient
computational tools.

1. Introduction
Compton scattering, or inelastic scattering with very high momentum and en-
ergy transfer is a probe of the ground state, one-electron properties of the
system [4]. The measured one dimensional quantity J(pz) is a projection of
the three dimensional electronic momentum density ρ(p) onto the scattering
vector (parallel to pz):

J(pz) =
∞∫

−∞

ρ(p)dpxdpy. (1)

Experimental Compton profiles used in this article were measured using the
high-resolution scanning spectrometer at ID15B at the ESRF[5].
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2. Ice crystal

Our first example is related to the measurement of Compton Profile anisotropy
in the ice Ih crystal. Many earlier works [6, 7] measured the Compton profile
in liquid water and were able to isolate the effect of an antibonding contribu-
tion. In our recent x-ray Compton scattering experiment in ice Ih [8] Compton
profiles were measured along the c direction and nearly along the a direction
(6 degrees from a in the a–b plane). We refer to the corresponding anisotropy
as the c–a/b anisotropy, since the shape of the anisotropy remains the same
for all directions in the a–b plane. It was shown that this anisotropy (c–a/b)
of the Compton profile has a characterisitic signature ascribed to the quantum
nature of hydrogen bonding by comparison with theoretical calculations for an
ice crystal and a monomer. This behaviour was described as partial covalency.

In an article based on calculations for the H2O dimer Ghanty et al. [9]
stated that experimental Compton anistropies (c–a/b) in ice Ih measured in [8]
are a result of the repulsive exchange interaction due to the Pauli exclusion
principle which forbids overlap of filled orbitals in the crystal.

Working with their single determinantal wave functions they showed that
the dominant structure in the Compton profile anisotropy for an oriented dimer
is already there in the calculation for the anti-symmetrized unrelaxed dimer,
which has a net repulsive energy at an O...H distance of 2.75 Å. Therefore,
they concluded that the observed interference phenomenon arises from an anti-
bonding interaction.

The energy partitioning for the hydrogen bond was first considered by
Coulson and Danielson in 1954 [10]. These authors considered a minimum
(non-orthogonal) basis set description and showed that the lone pair orbital
of the oxygen mixes with an antibonding orbital OH. Ghanty et al. [9] have
argued that such mixing is also produced by orthogonalizing the minimum
basis set. Our motivation here is to investigate to what extent effects due to
relaxation beyond the dominant effect ascribed to an anti-bonding interaction
may be observed. To do this we use our experimental anisotropy, the the-
oretical curves in [9] for the unrelaxed, anti-symmetrized dimer (orth.) and
the fully relaxed dimer (DFT) as well as the DFT calculation in [8] (DFT-
GGA). Here we are only concerned with the shape of the anisotropy and the
theoretical amplitudes have been normalised to the first peak in the experi-
mental anisotropy. Fig. 1 compares data with the three theoretical approaches
and though the general shape is similar it is clear that differences are signifi-
cant. Features absent in the unrelaxed dimer appear in the relaxed dimer and
become more pronounced in the theory for the crystal and in the data, in par-
ticular the peak at 0.3 a.u. The period of the oscillations in the calculations
for the dimer is also somewhat different, especially at small p, which implies
that longer range interactions are not faithfully reproduced in real space for
the dimer. These differences are well above statistical error and merit further
analysis.
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Fig. 1. Compton anisotropies in Ice. (Jc − Ja−b), plotted as % of the peak intensity of the
Compton profile for the data. The theoretical curves have been scaled to the amplitude of
the first peak in the data. Solid circles: data, solid line: DFT calculation from [8], dot-
ted line: orthogonalised, unrelaxed dimer calculation from [9], dashed line: fully relaxed
dimer calculation from [9].

Fig. 2. Power density of the Compton anisotropies in Fig. 1. Connected solid circles: data,
solid line: DFT calculation from [8], dotted line: orthogonalised, unrelaxed dimer calcula-
tion from [9], dashed line: fully relaxed dimer calculation from [9].

As we have pointed out in [8] the power density of the anisotropy (the
square of the anisotropic B(r) function) separates in real space the different
length scales contributing to the oscillations in the anisotropy in momentum
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space. In comparing these power densities in Fig. 2 for the different calcula-
tions and the data, the above mentioned trend becomes clear. Because of the
scaling of amplitudes involved, only the relative intensities of peaks in the same
spectrum may be compared. In this representation the unrelaxed dimer com-
pares unfavorably with the data. The first peak (∼ 1.5 Å) is broad and shifted to
a lower value. The second peak (∼ 2.8 Å) is much smaller. In the relaxed dimer
the situation improves with the first peak narrowing and shifting to a higher
value and the second peak becoming stronger. In our calculation for the crys-
tal, both peaks are of comparable amplitude and interestingly an additional
peak corresponding to distances greater than 4 Å, appears, as in the data. The
inescapable conclusion is that these effects are due to relaxation and that in-
formation on effects (charge transfer and polarization) more subtle than the
dominant exchange interaction can be obtained. This makes Compton spec-
troscopy a unique tool for the study of weak inter-molecular interactions, a fact
already noted by Bräuchler et al. [11]

3. High Tc superconductors
Our second example [12] concerns a high Tc superconductor, YBa2Cu3O7−δ.
Our aim here is not to investigate Fermi surface properties, a task which is not
feasible given the complexity of the system, but to see if Compton spectroscopy
can be used to understand the insulating behaviour of PrBa2Cu3O7−δ, the com-
pound where Y is replaced with Pr. It should be remarked that the substitution
of Y with other rare-earths does not destroy superconducting properties.

We now discuss the anisotropy of the Compton profiles, that is, the dif-
ference between Compton profiles measured in two crystallographic direc-
tions (J[100/010] − J[110]). The anisotropy has the advantage of getting rid of the
isotropic contribution of the core electrons as well as residual background.
Since both measured directions are in the a–b plane, the structure in the
anisotropy originates essentially in this plane, but includes contributions from
all entities of the unit cell, the Cu-O chains, the Ba-O and Y/Pr planes as
well as the Cu-O layers. However from earlier momentum density measure-
ments [13] as well as other experiments [14, 15] it has been established that the
Cu-O chains are identical in both materials, being locally metallic with a cor-
responding Fermi surface (even in PrBa2Cu3O7−δ). It is thus safe to say that any
differences between the two originate in the remaining entities, the Cu-O layers
or the Ba-O and Y/Pr planes.

For comparison with experiment we have computed theoretical Comp-
ton profiles based on LDA band-structure with the FLAPW method [16] (for
YBa2Cu3O7−δ) and the LMTO method [17] (for PrBa2Cu3O7−δ). The calcula-
tion for PrBa2Cu3O7−δ shows that the band structure is qualitatively similar to
that of YBa2Cu3O7−δ. The LMTO method was chosen for the PrBCO calcu-
lation as it is more flexible for the purposes of a model calculation used later
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Fig. 3. Anisotropy (J[100/010] − J[001]) in the electron momentum density of YBa2Cu3O7−δ.
Note the good overall agreement between the experiment and the LDA calculation (solid
line), scaled to the experimental variation.

Fig. 4. Anisotropy (J[100/010] − J[001]) in the electron momentum density of PrBa2Cu3O7−δ.
The calculated LDA result (solid line), scaled to the variation in experiment, is very simi-
lar to that for YBa2Cu3O7−δ (Fig. 1) implying that Pr-O hybridization has minimal in-
fluence on electronic structure. The experiment differs remarkably, the first peak in the
anisotropy being strongly suppressed with respect to YBa2Cu3O7−δ. A simple theoretical
model assuming disorder in the Ba-O and Pr planes (dashed line) shows similar behaviour.
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in the text. In Ref. [12] the PrBCO anisotropy is estimated with the YBCO
FLAPW anisotropy as a starting point and the differences between these two
approaches (FLAPW and LMTO) is minor in this case.

The anisotropy is shown as a percentage of the peak value of the Comp-
ton profile. The amplitude of the anisotropy in the theory is about 40% larger
than in the experiment. In the figures shown the theoretical anisotropy is scaled
to the experimental one by a factor of 1.4 to ease comparison. Fig. 3 shows
the measured and calculated (solid line) anisotropy for YBa2Cu3O7−δ. The two
are remarkably alike, showing that the overall description of the electronic
structure is satisfactory. Fig. 4 shows the measured and calculated (solid line)
anisotropy for PrBa2Cu3O7−δ. Firstly, the theoretical curve is essentially the
same as for YBa2Cu3O7−δ :in-plane properties change little on replacing Y with
Pr in the calculation. The experimental curve however is very different, with
a much smaller amplitude for the first peak in the anisotropy. Differences at
higher momentum (≥ 2.5 a.u.) stem from a cutoff in the LMTO calculation.

There is substantial evidence that even in globally stoichiometric samples
of PrBa2Cu3O7−δ substitution disorder concerning the Pr and Ba sites (spin-
odal decomposition for example) exists locally [19, 20], especially if growth is
followed by slow-cooling. Such disorder, due to the large size of Pr ions has
also been observed in the case of similar sized Nd [20] and La [19] ions. The
amount of this substitution has been estimated to be a maximum of about 8%.
If such disorder were present, the contribution of the Pr and Ba-O planes to
the total anisotropy would be strongly suppressed due to the absence of long-
range order in these planes. For qualitative comparison we have accounted for
this using a simple model where the Pr and Ba-O planes do not contribute to
the total anisotropy. We assume that the corresponding contributions from the
atomic spheres (used in the LMTO method to partition the space) are purely
spherical since the phases, producing the anisotropies, interfere destructively
in presence of disorder. Thus only the anisotropy coming from the contribu-
tion of the Cu-O planes is considered. The resulting theoretical curve (dashed
line), shown in the same figure mimics the strong suppression of the first peak
in the anisotropy. Given these facts we argue that this disorder is in fact at
the basis of the lack of superconductivity and metallicity in PrBa2Cu3O7−δ.
Pr on the Ba site is probably in a 4+ oxidation state, which while maintain-
ing the carrier concentration in the Cu-O chains, inhibits hole-doping in the
Cu-O planes, preventing metallic behaviour. Strong support for this interpre-
tation was provided by the fact that by using a combined strategy to minimize
substitution disorder [20] and avoid tetravalent PrBa, it was possible to obtain
small flux-grown crystallites of PrBa2Cu3O7−δ with a Tc of 90 K and a bulk
Meissner effect.

We hope to have shown with these two examples that the sensitivity of the
Compton profile to aspects of chemical bonding can make it a useful tool in
chemical applications. This will need a simultaneous and systematic effort both
on the experimental and the theoretical side but holds considerable promise in
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the field of better understanding of weak effects like inter-molecular interac-
tions where traditional charge-density methods become insensitive.
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