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PREFACE

The theoryofmolecularquantumelectrodynamicshas itsorigins in thework

carriedoutbythefoundingfathersofquantummechanics in the late1920s.A

complete formulation of quantum theory applicable to nonrelativistic

particles was quickly developed, enabling a fundamental description to be

given of the chemical and physical properties of matter at the atomic and

molecular levels. It was only natural that soon thereafter the newmechanics

were applied to electromagnetic radiation, with the consequence that the

photon emerged as the particle associated with the quantization of the

Maxwell field. Thiswas followed by the construction of a single conceptual

and calculational quantum mechanical framework for the study of the

interactionoflightwithmatter,whichprovidesameanstoprobethestructure

of atoms and molecules that manifest in numerous forms of spectroscopy.

While thenext generationof theoretical physicists focused their attention

on formulating a self-consistent and fully covariant theory of electron–pho-

ton interaction, an endeavor that was ultimately successful, despite the

introduction of themathematically and physically unsatisfactory technique

of renormalization, a device that continues to be used in the present-day

calculations to yield results of physically observable quantities that are not

divergent, a negative feature that besets all suchfield theories and is inherent

to them, progress in the noncovariant theory of radiation–matter interaction

continued, especially in regard to the foundations of the subject and its

application to problems of interest in the field of chemical physics. Detailed

expositions may be found in texts such as Power’s Introductory Quantum
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Electrodynamics (Longmans, London, 1964), Healy’s Non-Relativistic

Quantum Electrodynamics (Academic Press, London, 1982), Craig and

Thirunamachandran’sMolecular Quantum Electrodynamics (Dover, New

York, 1998), and Milonni’s The Quantum Vacuum (Academic Press, San

Diego, 1994). Highlights included the explanation of spontaneous emission

and the computation of its rate, the calculation of the Lamb shift—the

splitting of the 2S1=2 and 2P1=2 levels in atomic hydrogen—and the deriva-

tionof the formof the retardeddispersionpotential byCasimir andPolder, to

name but three historically significant examples. Predictions of these and

other phenomena, such as the anomalousmagneticmoment of the electron,

have been compared with measured values to unparalleled levels of

accuracy, in the process providing remarkable agreement with experiment

and reassuringly high degrees of confidence in the theory.

Atomic, molecular, and optical physicists and theoretical chemists have

extended the domainof applicationofmolecular quantumelectrodynamics.

These include investigation of single- and multiphoton absorption and

emission and scattering of light by matter and the study of chiroptical

processes such as optical rotation and circular dichroism. With continuing

progress being made in the generation of coherent sources of radiation,

numerous and wide-ranging applications have been made to phenomena

occurring in theareaofnonlinearandquantumoptics.Examples include,but

arebynomeanslimitedto, the laser-inducedopticalactivity,hyper-Rayleigh

and Raman scattering, coherent anti-Stokes Raman scattering, optical Kerr

effect, second-, third-, and high-harmonic generation, and four-, five-, and

six-wavemixing,manyofwhose theoreticalbasesmaybefoundin thebooks

by Mukamel (Principles of Nonlinear Optical Spectroscopy, Oxford Uni-

versity Press, New York, 1995) and Andrews and Allcock (Optical Har-

monics in Molecular Systems, Wiley-VCH, Weinheim, 2002).

A topic of widespread interest and fundamental nature in which

quantum electrodynamics has made significant contribution is the field of

interatomic/intermolecular interactions. The QED formalism lends itself

naturally to a description in which coupling between matter occurs via the

exchange of one ormorevirtual photons.Considerable advances have taken

place in the last twenty-five years in the quantum electrodynamical

theory of intermolecular forces,whichmainly constitutes the subjectmatter

of this book. Before giving a standard presentation of the concept of an

intermolecular potential and a semiclassical perturbation theory treatment

of short- and long-range forces, the latter decomposed into familiar

electrostatic, induction, and dispersion terms in Chapter 3, the quantum

theory of the nonrelativistic interaction of a charged particle with a

radiation field is explicated in Chapter 1. This entails construction of the
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total Hamiltonian for the system comprising matter, electromagnetic field,

and their coupling, beginning with the classical Lagrangian function and

applying the canonical quantization procedure. Solutions for the interact-

ing system are developed via perturbation theory expansion. An alternative

formulation of the quantized theory of electron–photon interaction is

expounded in Chapter 2. The viewpoint adopted and the method developed

is slightly less familiar field theoretic approach, in which theMaxwell field

interacts with the electron wavefield, whose rigorous construction is found

to take place most easily in the Heisenberg picture of quantum mechanics

by employing the techniques of second quantization. The time dependence

is now contained solely within the dynamical variables. By solving

Heisenberg operator equations of motion for the fermion and boson

operators, the Maxwell field operators may be obtained in series of powers

of the electronic charge. This is in contrast to the theory presented in

Chapter 1, for which the Schr€odinger picture is advantageous, with the time

dependence occurring exclusively within the states of the system. Either

formulation may be used to calculate expectation values for quantum

mechanical observables for processes involving the interaction of one or

more sources of external radiation with a single atom or molecule—the

optical phenomena mentioned above, although not covered in the present

work. Both theoretical schemes are, however, applied to the calculation of a

variety of intermolecular interactions that are especially effective at long

range and for whichmolecular quantum electrodynamics is best suited as it

automatically accounts for the finite speed of propagation of electromag-

netic signals. Hence, effort is made to elucidate contributions to the

intermolecular interaction energy for which quantum electrodynamical

predictions are found to differ from results obtained using a semiclassical

prescription. This begins in Chapter 4, which is devoted to resonant transfer

of energy. Chapter 5 exclusively deals with dispersion forces between pairs

of molecules. Energy shifts between ground and/or electronically excited

species are evaluated using three different physical viewpoints and calcula-

tional schemes. These include diagrammatic time-dependent perturbation

theory, a response formalism using Maxwell fields, and a method in which

molecules couple via fluctuations in their charge distribution. Discrimina-

tory effects are also studied in excitation energy transfer and van der Waals

dispersion occurring between optically active species. The three different

computational approaches are then applied to the calculation of many-body

forces in Chapter 6. Explicit results are obtained for retardation corrected

three-, four-, and N-body dispersion potentials. In Chapter 7, the modifica-

tion of intermolecular energy shifts by external radiation is investigated.

These include changes to pairs of molecules coupled via exchange of one
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and two virtual photons. Interactions of this type form the basis of optical

binding forces and, although small inmagnitude, have recently comewithin

the range of experimental detection. Interesting field-induced interaction

energies between chiral molecules are also calculated.

While the formalismpresented in thefirst twochapters and its application

in the last four chaptersmay at first sight appear imposing, it is intended that

at thevery leastChapter 1will provide a detailed and self-contained account

of the theory of molecular quantum electrodynamics derived from the

first principles. Mastering this chapter will enable readers to reproduce

perturbation theorycalculationsof intermolecular interactionsgiven in later

chapters and their extension to more complex problems. Background

material required for a thorough understanding of the content covered is

a first course in quantum theory in which the postulates are presented along

with standard elementary examples leading to examination of atomic and

molecular systems and the common methods of solution by techniques of

approximation. This is well within the scope of advanced undergraduate

students of chemistry and physics. Advantageous is a prior exposure to

mathematical methods. The same could also be said of classical mechanics

and classical electrodynamics, which along with quantum mechanics form

the foundations of quantum electrodynamics. For this purpose, the Lagran-

gian function and Hamiltonian formulation are introduced in Chapter 1

along with Maxwell’s equations. A similar approach is adopted in the

presentation of coupled wavefields in Chapter 2. Understanding of this

chapter will allow the response theory calculations of intermolecular forces

to be followed easily.

It is hoped that the book will prove useful to both the theorists seeking to

acquaint themselves with new methods and experimentalists requiring

knowledge of the latest forms of intermolecular potential energy functions.

In addition, the book will be accessible to students of the subject as well as

to researchers expert in the discipline.

The study of intermolecular forces has been a long and ongoing endeavor

and the results obtained over the years have in fact impacted all areas

of science. A variety of differing approaches within the framework of

molecular quantum electrodynamics will be used in this book to compute

the interaction energy of twoormore bodies as a function of their separation

and orientation. This theory is preferred for treating interactions between

atoms and molecules, both for its rigor and for the chemical and physical

insights it affords. The emphasis, therefore, is on developing the theory and

applying it to fundamental intermolecular processes. The presentation

given is general enough to hold for awide range of situations, yet applicable

to specific systems of interest. Despite three differing physical viewpoints

being proffered in this work, there remain others within the realm of
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Coulomb gauge quantum electrodynamics that can be deployed to explore

intermolecular forces. Perhaps the best known among these alternatives is

the dressed atom approach. Little mention is made of this methodology, as

being superbly dealt with in the treatise by Compagno, Passante, and

Persico (Atom-Field Interactions and Dressed Atoms, Cambridge Uni-

versity Press, Cambridge, 1995). For this and other reasons, the choice of

topics covered has been the authors alone. Hence, there is no discussion of

medium effects and methods to treat this important aspect. Likewise, no

details are given concerning measurement of intermolecular forces or

interactions occurring between atoms or molecules with surfaces. These

and other more general aspects of intermolecular forces may be found in

Margenau and Kestner’s monograph, Theory of Intermolecular Forces

(Pergamon, Oxford, 1969) and the book by Maitland, Rigby, Smith, and

Wakeham (Intermolecular Forces, Oxford University Press, Clarendon,

1981). Discussion of experiments is limited to those attempting to directly

measure differentmanifestations of the so-calledCasimir effects, including

van der Waals dispersion forces. Also excluded are recent proposals for

enhancing and suppressing transfer of excitation by external radiation in the

so-called laser-assisted resonant energy transfer (LARET) processes. Like-

wise, no details are given of the dynamical Casimir effect.

No attempt has beenmade to provide a comprehensive list of references.

Only primary texts and key articles are cited. SI units have been used

throughout. All errors lay solely with the author.

Words of thanks are due to many. First and foremost, the author owes a

great debt of gratitude to ‘‘Thiru’’ Thirunamachandran, who unfortunately

did not live to read this book.His influence on the author as teacher, research

guide, and friendare all tooevident, as is his imprinton thiswork.Theauthor

benefited greatly from numerous discussions with T. Thirunamachandran

relating to molecular quantum electrodynamics, as well as with David P.

Craig and the lateEdwinA.Power.Thanksare alsodue toDavidL.Andrews

who read Section 1.10 and offered useful insights into state sequence

diagrams. Bridget W. Alligood is kindly thanked for skillfully drawing all

of the figures contained in this book and for critically reading Chapter 1.

Finally, thanks go toAnita Lekhwani, Senior Acquisitions Editor at John

Wiley & Sons, Inc., for her enthusiasm in supporting this project, and to

Rebekah Amos, Editorial Assistant at this publishing house, for her prompt

and friendly assistance during the writing and production process.

AKBAR SALAM

Winston-Salem, North Carolina

August 2009
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CHAPTER 1

MOLECULAR QUANTUM
ELECTRODYNAMICS:
BASIC THEORY

One finds then that the Hamiltonian for the interaction of the field with an

atom is of the same form as that for the interaction of an assembly of light-

quanta with the atom. There is thus a complete formal reconciliation

between the wave and light-quantum points of view.

—P. A. M. Dirac, Proc. R. Soc. Lond. A 114, 710 (1927).

1.1 BACKGROUND

Quantum electrodynamics (QED) (Schwinger, 1958) is the physical theory

that describes the interaction of electromagnetic radiation with matter. Its

characteristic feature is that the radiation field, as well as the material

system, is subject to the postulates of quantum mechanics. Therefore, the

theoretical framework consists of a single, closed dynamical system

comprising bothmatter and electromagnetic radiation inmutual interaction

within which energy is conserved. This is unlike the situation in the so-

called semiclassical theory, the historical precursor to QED. In the former

construct, only matter obeys quantum mechanical principles, while the

radiation field is considered as a prescribed, external perturbation on the

Molecular Quantum Electrodynamics, by Akbar Salam
Copyright � 2010 John Wiley & Sons, Inc.
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system and does not form an integral part of it. Even though use of the

semiclassical formalism remains widespread, due largely to its physical

and computational simplicity relative toQED, its inherent deficiencies lead

to critical shortcomings and ultimately limit its scope of availability. This is

especially the case in the treatment of electromagnetic fields interacting

with atoms and molecules, where continuing progress in the generation of

coherent light sources has necessitated a fully quantum mechanical ap-

proach to calculating and explaining a variety of optical phenomena

(Mukamel, 1995; Andrews and Allcock, 2002). In this regard, QED is the

most successful physical theory to date (Feynman, 1985). This statement is

justified on two counts. First, development of the QED formalism has

provided a rigorous foundation for the understanding of electron–photon

interactions at the most fundamental level currently known. Phenomena

cover a vast range of length scales, manifested by particles varying in size

from the gigameter down to the attometer. Second, and perhaps more

convincing, is the ability of the theory to yield numerical values of

measurable properties and the unprecedented agreement with experiment

in those cases where comparison is possible.

A key step that led to the formulation ofQEDwas the recognition that the

mechanical vibrations of a system with infinitely many degrees of freedom

could be represented by quantizing a collection of noninteracting harmonic

oscillators (Born et al., 1926). This insight prompted Dirac (1927) to

quantize the electromagnetic field and to calculate quantum mechanical

probabilities for the absorption, stimulated emission, and spontaneous

emission of light by atoms. Subsequent advances carried out by many

workers, in particular, the significant contributions of Feynman, Schwin-

ger, Tomonaga, and Dyson, resulted in a formulation of QED that satisfied

all of the requirements stipulated by the special theory of relativity, which

was ultimately explicated in both the particle and field theoretic points of

view (Schweber, 1994). This last aspect, for instance, finally enabled the

duality of the wave and particle descriptions of radiation and matter to be

rationalized on the basis of a single theoretical scheme. Interacting

quantum mechanical fermionic matter and bosonic electromagnetic fields

are therefore entirely equivalent to a many-body representation of a system

of material particles—electrons—interacting with quantized particles of

light—the photons.

Early application of both the nonrelativistic and fully covariant versions

of the theory was made to outstanding problems. These included calcula-

tions of spontaneous decay rates fromatoms in electronically excited states,

the Lamb shift, and the anomalous magnetic moment of the electron, to

select but three historically significant examples.With continuing advances
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occurring in computational power and experimental procedure during the

intervening years, convergence between theory and experiment has been

ever closer. More accurate calculations and improvements in measurement

capability have yielded for the electronic g-factor, for instance, values in

units of Bohr magnetons of g/2 (experiment)¼ 1.00115965218073(28)

(Hanneke et al., 2008) and g/2 (theory)¼ 1.00115965218279 (Aoyama

et al., 2007). In the case of the Lamb shift in atomic hydrogen, experimental

and calculated values for the splitting between the 2S1/2 and 2P1/2 levels

are 1,057,839(12) kHz (Hagley and Pipkin, 1994) and 1,057,838(6) kHz

(Pachucki, 1994), respectively.

While these and other achievements are indeed remarkably impressive,

there remain difficulties in the underlying foundations of the theory. Chief

among them is the renormalization procedure, without whose aid no finite

quantities may be calculated but which even today lacks rigorous math-

ematical justification. This problem continues to beset other field theories

of modern physics, of which QED is but one example. Another limitation,

which also applies in general to other field theories, is the approximate

nature of solutions generated when systems interact. A commonmethod of

solution is a perturbative expansion in series of powers of some appropriate

coupling constant, with no a priori guarantee of convergence of succes-

sively higher order terms, or whether summation of the infinite series is

indeed possible. In QED, for example, the eigenstates of one or more

charged particles in isolation are taken to be known, and the microscopic

Maxwell’s equations in free space can be solved and appropriately quan-

tized. By forming a product state, the wavefunctions of this separable

system are then used as base states for a perturbation theory solution in

series of powers of the electronic charge or the fine structure constant.

Although QED correctly treats the coupling of radiation and matter at

high energies, where fermionic pair particle creation and destruction events

occur concomitantly with changes in photon number, the emphasis in the

presentation to follow will be on conservation of the number of charged

particles, which may exchange energy directly or indirectly with the

radiation field. Conversely, as there is no conservation of photon number,

any integer quantity of real or virtual photons may be created and

annihilated during the course of a particular process. Hence, the formalism

to be developed and applied will be suitable for systems composed of

charged particles such as bound electrons in atoms and molecules posses-

sing energies much less thanmc2,m being the mass of the aggregate and c

the speed of light. Since the mass is assumed to be a constant, the system

of interest is slow moving, with low velocity v, and automatically satisfies

the condition v� c. When this limiting procedure is applied to covariant
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QED, the result is a nonrelativistic version of the theory, which is more

commonly known asmolecular QED (Power, 1964; Healy, 1982; Craig and

Thirunamachandran, 1998a). Its construction from first principles and its

application to a variety of long-range intermolecular interactions form the

subject of this book.

In addition to providing valuable insight and expressions for forces

between particles, the most celebrated being the formula for the retarded

van der Waals dispersion potential between a pair of neutral molecules in

the ground state, the theory of molecular QED has been employed with

considerable success to radiation–molecule interactions. Examples include

single- and multiphoton absorption, emission and scattering of light,

optical activity and chiroptical spectroscopy, and nonlinear and quantum

optical phenomena. Specific processes studied involving the interaction of

radiation with one center include calculation of the circular dichroism rate,

the angle of rotation of plane polarized light as it traverses a chiral medium,

Rayleigh and Raman scattering of linear and circularly polarized radiation

and their hyperanalogues, second, third, and higher harmonic generation,

four-, five-, and six-wave mixing, and laser-induced optical activity.

Since intermolecular interactions are mediated by electromagnetic

forces, coupling of radiation with matter, as well as between two or more

particles, may be treated correctly and consistently within the framework

provided by the nonrelativistic quantum theory of electron–photon inter-

action or molecular QED. This is most commonly delineated for the

interaction of a charged particle with electromagnetic radiation; it begins

with the classical Lagrangian function and ends with the construction of a

quantummechanical Hamiltonian operator that is arrived at via the familiar

canonical quantization procedure. Details are presented in this chapter.

More fundamental, though less well known—despite much progress

being made in the past 25 years or so—is the field theoretic formulation of

molecular QED (Salam, 2008), involving the interaction of second quan-

tized matter and radiation fields, which is the subject of Chapter 2. For a

variety of applications, this approachoffers a number of advantages over the

conventional method in which only the radiation field is second quantized.

For instance, propertiesdirectly related toelectronandphotonfields, suchas

theMaxwellfields in thevicinityofasourceofcharge, its energydensity, and

rates of flow of electromagnetic energy, may be evaluated. Moreover, the

electromagnetic fields are subsequently employed to calculate energy shifts

between molecules using a version of response theory.

The interactions occurring between atomic and molecular systems,

especially those operating at large separation distances, form the focus

of the remainder of the work. In Chapter 3, the standard presentation of
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intermolecular forces originating from classical electrostatics is given.

The pair potential is first divided into short- and long-range regions, with

the exchange–repulsion energy being the major contribution to the inter-

action energy in the former distance regime. At large separations, the

charge distribution between pairs of molecules is expanded in an electric

multipole series and quantum mechanical perturbation theory is used to

extract the electrostatic, induction, and dispersion terms within the form-

alism of semiclassical radiation theory in which no account is taken of the

photonic character of electromagnetic radiation. Applications of the quan-

tum electrodynamical theory to intermolecular interactions are then given

in the chapters to follow. In Chapter 4, the theory of resonance energy

transfer is given, a fundamental process taking place in microscopic

systems but prototypical in that its interpretation as due to the exchange

of a single virtual photon between the pair serves as a basis for the study of

other molecular interactions using the formalism of molecular QED. Both

perturbation and response theory calculations are presented, followed by

their application to the evaluation of the transfer rate between two chiral

species. Chapter 5 is devoted to van der Waals dispersion forces. Three

different physical viewpoints and calculational techniques are detailed for

the computation of the energy shift between two neutral polarizable

molecules in the ground state. In addition to perturbation and response

theories, the induced multipole moment approach is introduced and shown

to simplify calculations considerably. Results are also obtained for elec-

tronically excited molecules undergoing dispersive coupling, and the

functional form of the discriminatory potential between two optically

active molecules is derived. Chapter 6 covers nonadditive and many-body

forces. Attention is focused on the effects of retardation on energy transfer

and dispersion interactions taking place among three or more particles.

InChapter 7, the effect of an external electromagnetic field inmodifying the

molecular pair interaction energy is treated. Adoption of the approach

whereby molecules couple with each other and to the incident laser via the

moments induced by the radiation field is shown to be a more efficient

calculational method than the diagrammatic perturbation theory computa-

tion. Changes in energy shift induced by an applied field and dependent on

the handedness of individual bodies are also studied.

1.2 QUANTUM DESCRIPTION OF MATTER

The continued failure of the application of the laws of classical mechanics

to microscopic particles eventually led to the formulation of a new

QUANTUM DESCRIPTION OF MATTER 5



dynamics—quantummechanics (Dirac, 1958). At its foundation, however,

remain a number of key concepts and ideas from classical theory (Goldstein,

1960). One of these fundamental constructs is the Lagrangian function, and

another is the physical variational principle and the versatility associated

with it. Taken together, they yield the Euler–Lagrange equations of motion

and provide an alternative formulation of classical mechanics to Newton’s

laws of motion. The former may be used to solve any problem within the

classical domain and ultimately to provide a rigorous means of quantizing

the specific systemof interest.As long as a judicious choice of coordinates is

made, often themost difficult task at hand, the ensuing equations to be solved

are frequently simpler than those obtained by direct application ofNewton’s

laws, and yet contain all of the essential physics. This freedom in the

selection of the specific coordinate representation lends itself to the for-

mulation of the classical Lagrangian L for a system of particles in terms of

generalized coordinates and velocities q and _q; the Lagrangian is a function
of these two variables as well as of the time t. If the Lagrangian does not

depend explicitly on the time, then it is defined to be the difference of the

kinetic energy T and the potential energy V; the energy of the system is

therefore conserved. For a system inwhich the potential energy is a function

of the position only, the Lagrangian has identical definition, namely,

L ¼ T�V . The equations of motion follow after invoking Hamilton’s

principle, namely, that of all of the allowed paths the system may pursue

between initial and final times ti and tf, the actual one taken in config-

uration space is that for which the variation of the time integral of the

Lagrangian, also called the variation of the action S, is an extremum. By

application of standard calculus of variations, the Euler–Lagrange equa-

tions of motion for a system of particles x, with N degrees of freedom, are

found to be

d

dt

@L

@ _qx

� �
� @L

@qx
¼ 0; x ¼ 1; 2; . . . ;N: ð1:2:1Þ

From the form of the Lagrangian, it is evident that motion in classical

mechanics is reversible. Replacing t by �t leaves the Lagrangian as well
as the equations of motion unaltered.

To facilitate the transition to quantummechanics, in which the positions

and momenta of the system of particles are canonical, it is convenient to

define the Hamiltonian H as

H ¼
XN
x¼1

px _qx�L: ð1:2:2Þ
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This quantity is a function of the generalized coordinates, their canonically

conjugate momenta, and time. The momenta are found from

px ¼ @L

@ _qx
; x ¼ 1; 2; . . . ;N: ð1:2:3Þ

When the Hamiltonian is time independent, it is equal to the sum of the

kinetic and potential energy, H¼ T þ V. Evaluating the total differential

of (1.2.2) and noting from equations (1.2.1) and (1.2.3) that

_px ¼
@L

@qx
ð1:2:4Þ

yields Hamilton’s canonical equations

_qx ¼
@H

@px
; _px ¼ �

@H

@qx
; x ¼ 1; 2; . . . ;N; ð1:2:5Þ

and

@H

@t
¼ � @L

@t
; ð1:2:6Þ

which are now the equations of motion. A consequence of the resulting

dynamics is that 2N first-order equations (1.2.5) have to be solved,

rather than N second-order equations (1.2.1). After writing the classical

Hamiltonian function in terms of the canonically conjugate dynamical

variables, the quantum mechanical form of the Hamiltonian operator is

obtained straightforwardly by promoting the classical variables to quantum

operators, the latter obeying the canonical commutation relations for

particles x and x0,

½~qx;~qx0 � ¼ 0; ½~px;~px0 � ¼ 0; ½~qx;~px0 � ¼ i�hdxx0 : ð1:2:7Þ

By way of illustration of the development above, consider a system

of particles xwith charges ex, massesmx, and position and velocity vectors
~qx and _~qx, whose classical Lagrangian function is (Landau and Lifshitz,

1972)

Lð~q; _~qÞ ¼ 1

2

X
x

mx
_~q
2

x�
1

4pe0

X
x<x0

exex0

j~qx�~qx0 j
: ð1:2:8Þ
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This leads to the quantum mechanical Hamiltonian operator

Hð~q;~pÞ ¼
X
x

~p2x
2mx
þ 1

4pe0

X
x<x0

exex0

j~qx�~qx0 j
: ð1:2:9Þ

It is easily verified that the Lagrangian (1.2.8) gives rise to the correct

equations of motion: applying (1.2.1) produces Newton’s second law

equation for particle x,

mx€~qx ¼
1

4pe0

X
x<x0

exex0

j~qx�~qx0 j2
; ð1:2:10Þ

whose right-hand side is recognizable as the generalized Coulomb force,

obtained from the potential energy term in the Lagrangian via
~F ¼ �@Vð~qÞ=@~q:

1.3 ELECTRODYNAMICS AND MAXWELL EQUATIONS

The unification of electricity and magnetism with classical optics occurred

with the formulation of Maxwell’s equations (Jackson, 1963)—the basic

laws underlying the behavior of electromagnetic radiation. As a conse-

quence, light was understood to be an electromagnetic wave in which

radiation of all frequencies could, in principle, be generated. Maxwell’s

quartet of equations is expressed as

~r �~D ¼ r; ð1:3:1Þ

~r �~B ¼ 0; ð1:3:2Þ

~r �~E þ @~B

@t
¼ 0; ð1:3:3Þ

~r � ~H ¼ @~D

@t
þ~J : ð1:3:4Þ

These fundamental equations completely determine the electromagnetic

field, and the electrodynamic nature of such radiation is clearly evident

from them. The fields ~E and ~B shall be termed the electric and magnetic

fields, respectively, even though the latter is more properly called the

magnetic flux density or the magnetic induction. The auxiliary fields ~D
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and ~H are designated the electric displacement and magnetic field, respec-

tively. No confusion shall result from the use of the descriptor “magnetic

field,” as the appropriate symbol shall be used for the quantity concerned,

either~B or ~H. The~E and~B fields are fundamental in that they propagate in

regions of space that contain no sources of charge. Further, if the charge

density r and the current density~J account for all charged entities, then~E
and~B describe the radiation field in its totality. On the other hand, including

the contributions to r and~J of the elementary charges and their currents,

which are manifested in the form of polarization fields and currents,

necessitates the introduction of the two auxiliary fields ~D and ~H .

The bound charged particles are viewed as forming a medium that contains

the fields. These in turn describe the response of the material system to the

applied fields via the electric polarization and magnetization fields.

The connection between the derived and fundamental fields is arrived at

through constitutive relations and the introductionof the electric permittivity

e and the magnetic permeability m to describe the properties of the medium.

Although the interaction of radiation andmatter is to be applied to bound

systems moving at a very small fraction of the velocity of light, the

equations of electrodynamics are themselves invariant in form under

Lorentz transformations and are compatible with Einstein’s relativity

theories. When Maxwell’s equations are combined with Newton’s second

law ofmotion and the Lorentz force equation, a complete description of the

nonrelativistic classical dynamics of charged particles interacting with

electromagnetic fields results.

For the subsequent development of the quantum theory of electron–

photon interaction, it is advantageous to work with Maxwell’s equations in

microscopic form rather than employ relations (1.3.1)–(1.3.4) that are

applicable when the distribution of charge is taken to be continuous. In

place of themacroscopicMaxwell equations, theirmicroscopic equivalents

can be expressed solely in terms of themicroscopic forms of the electric and

magnetic field vectors~e and~b and the sources of charge and are given by

~r �~e ¼ r=e0; ð1:3:5Þ

~r �~b ¼ 0; ð1:3:6Þ

~r �~eþ @~b

@t
¼ 0; ð1:3:7Þ

~r �~b ¼ 1

c2
@~e

@t
þ 1

e0c2
~j : ð1:3:8Þ
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To facilitate the microscopic treatment of matter, a discrete particle

description is adopted for a collection of charged particles a possessing

electrical charge ea, situated at~qa and moving with velocity _~qa; for which
the charge and current density are defined to be

rð~rÞ ¼
X
a

eadð~r�~qaÞ ð1:3:9Þ

and

~jð~rÞ ¼
X
a

ea _~qadð~r�~qaÞ; ð1:3:10Þ

where dð~rÞ is the Dirac delta function, which is strongly localized at the

origin of the charge. By carrying out an average of the microscopic

field over the molecular volume, the macroscopic Maxwell equations

can be obtained from the microscopic Maxwell–Lorentz equations

(1.3.5)–(1.3.8). In Section 1.2, it was remarked that forward and reverse

motions are identical in classical mechanics. The same is true for the

electromagnetic field in relativity theory, with the additional requirement

that the sign of themagnetic field is reversed as well as t ! �t. It is easy to
see that the equations of motion of a charged particle in a field are

unchanged on transforming t ! �t, ~e!~e, and ~b!�~b in the Lorentz

force expression

d~pa
dt
¼ �eað~eþ~va �~bÞ; ð1:3:11Þ

where ~va ¼ d~qa=dt is the velocity and ~pa ¼ ma~va is the momentum of

particle a.
The coupled first-order partial differential equations of Maxwell can be

solved for the fields~e and~b for a variety of simple cases in electromagnetic

theory. However, for many other situations and for the eventual quantiza-

tion of the radiation field via the canonical quantization scheme, it is

convenient to introduce two electromagnetic potentials and to rewrite

Maxwell’s equations in terms of them. One is the scalar potential f and

the other is the vector potential~a. The definition of the latter readily follows
from the second Maxwell equation (1.3.6),

~b ¼ ~r �~a; ð1:3:12Þ
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on noting that the divergence of the curl of a vector field vanishes.

Inserting (1.3.12) into the third Maxwell equation (1.3.7) yields

~r � ~eþ @~a

@t

� �
¼ 0; ð1:3:13Þ

so that the factor within parentheses can be defined in terms of the gradient

of a scalar function, in this case the scalar potential, since the curl of the

gradient of a scalar field is zero,

�~rf ¼~eþ @~a

@t
: ð1:3:14Þ

Substituting relation (1.3.14) into the first inhomogeneous microscopic

Maxwell equation (1.3.5) produces

~r2
fþ @

@t
ð~r �~aÞ ¼ � r

e0
; ð1:3:15Þ

while using definitions (1.3.12) and (1.3.14) in the last Maxwell equa-

tion (1.3.8) gives

~r2
~a� 1

c2
@2~a

@t2
�~r ~r �~aþ 1

c2
@f
@t

� �
¼ � 1

e0c2
~j ð1:3:16Þ

on using the vector identity

~r � ð~r �~aÞ ¼ �~r2
~aþ ~rð~r �~aÞ: ð1:3:17Þ

Maxwell’s equations have now been reduced to two coupled equations

instead of four, with the potentials related directly to the sources. The

equations (1.3.15) and (1.3.16) can be further simplified into two separate

inhomogeneous wave equations, one dependent onf only and the other on
~a only. This may be achieved by taking advantage of the gauge freedom

associatedwith the potentials. From relation (1.3.12), it can be seen that~a is
undetermined to the extent that the gradient of a scalar function of the

position and time, f, can be added to it,

~a!~a0 ¼~aþ ~rf ; ð1:3:18Þ
a transformation that leaves~b invariant. Substituting (1.3.18) into (1.3.14)

enables the form of the transformation that must simultaneously bemade to

the scalar potential such that~e is unchanged to be derived:

�~e ¼ @~a

@t
þ ~rf ¼ @

@t
ð~aþ ~rf Þþ ~rf0; ð1:3:19Þ
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from which

~r f0�fþ @f

@t

� �
¼ 0 ð1:3:20Þ

or

f!f0 ¼ f� @f

@t
: ð1:3:21Þ

The scalar potential is therefore determined to within the time derivative of

the same function f. The two relations (1.3.18) and (1.3.21) constitute the

gauge transformation. From them, a set of potentials ð~a;fÞ can always be
chosen such that the Lorentz condition (1.3.22) is satisfied:

~r �~aþ 1

c2
@f
@t
¼ 0; ð1:3:22Þ

which when inserted into (1.3.15) and (1.3.16) results in the wave

equations

~r2� 1

c2
@2

@t2

� �
f ¼ � r

e0
ð1:3:23Þ

and

~r2� 1

c2
@2

@t2

� �
~a ¼ � 1

e0c2
~j : ð1:3:24Þ

The most convenient choice of gauge, from the point of view of

nonrelativistic theory, is the one in which the vector potential is sole-

noidal, that is, ~r �~a ¼ 0, also known as the Coulomb, radiation, or

transverse gauge. In this gauge, f is seen from equations (1.3.22)

and (1.3.23) to obey Poisson’s equation

~r2
f ¼ � r

e0
; ð1:3:25Þ

with solution

fð~r; tÞ ¼ 1

4pe0

ð
rð~r 0; tÞ
j~r�~r 0j d

3~r 0; ð1:3:26Þ

which represents the instantaneous Coulomb potential due to the charge

density and from which this gauge takes its primary name. Fixing the

gauge in equation (1.3.16) yields the inhomogeneous wave equation
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satisfied by the vector potential,

~r2� 1

c2
@2

@t2

� �
~a� 1

c2
~r @f

@t

� �
¼ � 1

e0c2
~j : ð1:3:27Þ

A further advance is made through the explicit decomposition of the

vector fields ~e and ~b into their parallel (||) and perpendicular (?)
components; this is known as Helmholtz’s theorem, which holds for any

vector field and gives rise to irrotational and solenoidal vectors, respec-

tively. From (1.3.6),~b is purely transverse and (1.3.5) and (1.3.7) become

~r �~ejj ¼ r
e0

ð1:3:28Þ

and

~r �~e? ¼ � @~b

@t
; ð1:3:29Þ

while the fourth microscopic Maxwell equation (1.3.8) separates into

0 ¼ 1

c2
@~ejj

@t
þ 1

e0c2
~j
jj ð1:3:30Þ

and

~r �~b ¼ 1

c2
@~e?

@t
þ 1

e0c2
~j
?
: ð1:3:31Þ

The equation of continuity,

~r �~j jj þ @r
@t
¼ 0; ð1:3:32Þ

follows immediately on taking the divergence of (1.3.30) and

using (1.3.28). Similarly, equation (1.3.14) divides as

~e jj ¼ �~rf ð1:3:33Þ
and

~e? ¼ � @~a

@t
ð1:3:34Þ

in the Coulomb gauge, enabling the inhomogeneous wave equation for

the vector potential (1.3.27) to be expressed exclusively in terms of
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transverse variables,

~r2� 1

c2
@2

@t2

� �
~a ¼ � 1

e0c2
~j
?
; ð1:3:35Þ

with f continuing to satisfy Poisson’s equation (1.3.25). The solution of

the equation (1.3.35) for the vector potential is given by

~að~r; tÞ ¼ 1

4pe0c2

ð~j?ð~r 0; t�j~r�~r 0j=cÞ
j~r�~r0j d3~r 0; ð1:3:36Þ

which appears to be retarded, but is in fact not so. This is because its

source is the transverse rather than the total current, the former being

nonlocal, resulting in~a? having identical characteristics also. Causality is

recovered in the Coulomb gauge by including both transverse and

longitudinal components, thereby ensuring that all static contributions

cancel one another. No such difficulty arises in the Lorentz gauge (1.3.22),

the solutions to the wave equations (1.3.23) and (1.3.24) being properly

retarded, recognizing that the total current appears as the source in the

equation for ~a,

fð~r; tÞ ¼ 1

4pe0

ð
rð~r 0; t�j~r�~r 0j=cÞ

j~r�~r 0j d3~r 0; ð1:3:37Þ

~að~r; tÞ ¼ 1

4pe0c2

ð~jð~r 0; t�j~r�~r 0j=cÞ
j~r�~r 0j d3~r 0: ð1:3:38Þ

It is worth noting that ~a? is gauge invariant, since from the transforma-

tion (1.3.18) only the longitudinal component of ~a can change. Conse-

quently, from (1.3.34), it is seen that ~e? ¼ � _~a
?

in all gauges, and

the effect of a gauge transformation is to change the contributions from
~a and f to ~ejj.

1.4 QUANTIZATION OF THE FREE ELECTROMAGNETIC
FIELD

In Section 1.2, it was shown how the quantum mechanics of a system of

particles is rigorously built up from a classical mechanics in canonical

form. In this section, it is shown how the same principles may be applied

and suitably adapted to the radiation field propagating in vacuo. Ultimately,

14 MOLECULAR QUANTUM ELECTRODYNAMICS: BASIC THEORY



this will lead to the quantum mechanical Hamiltonian for the electromag-

netic field and its corresponding eigenvalues and eigenfunctions, the latter

in a form convenient for its later adoption as a basis set in the perturbation

theory solution to the interacting matter–radiation problem.

When there are no sources present, both the charge and current density

are zero so that the microscopic Maxwell equations (1.3.5)–(1.3.8) applic-

able to the electromagnetic field in free space become

~r �~e ¼ 0; ð1:4:1Þ

~r �~b ¼ 0; ð1:4:2Þ

~r �~eþ @~b

@t
¼ 0; ð1:4:3Þ

~r �~b� 1

c2
@~e

@t
¼ 0: ð1:4:4Þ

Solutions are easily found for the fields~e and~b, which describe electro-

magnetic waves in a vacuum, as well as for~a. Continuing the development

in the Coulomb gauge, clearly from equation (1.4.1),~e is purely transverse,
which from (1.3.14) means that f can be taken to vanish so that~e ¼ � _~a.
Substituting this relation and (1.3.12) into (1.4.4) andusing identity (1.3.17)

leads to d’Alembert’s equation for the vector potential,

~r2� 1

c2
@2

@t2

� �
~a ¼ 0: ð1:4:5Þ

~e and ~b satisfy identical wave equations. By taking the curl of equa-

tion (1.4.3) and substituting for ~r �~b from (1.4.4) yields the wave

equation for~e, and carrying out a similar procedure on (1.4.4) first, results

in the equation for~b. One form of solution to the wave equation for each of

the three fields is in terms of plane waves,

~a ¼~a0 e
i~k �~r�iot; ð1:4:6Þ

~e ¼ e0~e0 e
i~k �~r�iot; ð1:4:7Þ

and

~b ¼ b0~b0 e
i~k �~r�iot; ð1:4:8Þ
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where in the last two solutions the pre-exponential factors, respectively,

denote the scalar amplitude and the polarization vector of the respective

quantity, with~e0 ¼ ick~a0 on using~e ¼ � _~a. The direction of propagation of
the electromagnetic wave is described by the wavevector ~k, whose mag-

nitude is obtained after insertion of the appropriate solution into the wave

equation from which it is found. Thus, j~kj ¼ k ¼ o=c; where o is the

circular frequency. The relation between the amplitudes of the two elec-

tromagnetic fields is found on inserting (1.4.7) and (1.4.8) into (1.4.3)

and (1.4.4), producing

k̂ �~e0 ¼ c~b0 ð1:4:9Þ
and

k̂ �~b0 ¼ � 1

c
~e0; ð1:4:10Þ

respectively, where the circumflex designates a unit vector. From the last

two relations, it may be inferred that the three vectors~e0, ~b0, and k̂ are

mutually perpendicular and form a right-handed set, at the same time

illustrating the transverse nature of electromagnetic waves. Transversality

also follows on substituting the harmonic solutions (1.4.7) and (1.4.8) into

the first two source-free Maxwell equations (1.4.1) and (1.4.2),

respectively.

Because the respective polarization vectors in the plane wave solutions

for~e (1.4.7) and~b (1.4.8) always point in the same direction, the waves are

described as being linearly polarized. Awave with a more general state of

polarizationmay be formed by combining two such independentwaves. An

example is the case of two different electric fields, each possessing a phase

d1 and d2, whose superposition produces an elliptically polarized wave

~eð~r; tÞ ¼ ðe1~e1 eid1 þ e2~e2 e
id2Þei~k �~r�iot: ð1:4:11Þ

If both waves have identical amplitudes e1 ¼ e2 ¼ e, but a phase difference

of �p=2, a circularly polarized wave results. For orthogonal unit vectors

ê1 and ê2, the left- and right-handed circular polarizations are defined

to be

êðL=RÞ ¼ 1ffiffiffi
2
p ðê1 � iê2Þ: ð1:4:12Þ

If, however, the phase difference between the two waves in (1.4.11) is

d1�d2 ¼ 0;�p, then linear polarization results, where the tangent of the
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angle of the polarizationvector with respect to~e1 is given by the ratio of the
amplitudes e2 to e1; that is, tan u ¼ ðe2=e1Þ, and with a modulus

e ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e21þ e22

p
.

In free space, the wavevector ~k associated with the plane waves is

unrestricted in value. To enumerate and normalize the allowed states in the

quantum theory, the field is described in terms of modes as first carried out

by Rayleigh (1900) and later by Jeans (1905). With~a;~e, and~b satisfying

vector Helmholtz equations of the type (1.4.5), a complete set of states is

readily obtained by expansion in Cartesian coordinates over a parallele-

piped of volumeV ¼ LxLyLz, whereLx;Ly, andLz are the dimensions along

the three axes of the box, x, y, and z. This corresponds to a multiple Fourier

series, which for thevector potential, when subject to the periodic boundary

condition that~a has identical values on opposite sides of the box, gives for

the number of allowed modes

ðnx; ny; nzÞ ¼ 1

ð2pÞ3 ðkx; ky; kzÞLxLyLz; ð1:4:13Þ

where nx; ny, and nz are integers and ki; i¼ x, y, z, are the wavevector

components, with the two modes of the field characterized by the three

values of n. Monochromatic solutions to the wave equation for the

vector potential (1.4.5) are easily found via separation of variables
~aðlÞð~k;~r; tÞ ¼~aðlÞð~k;~rÞaðtÞ, with the spatial part obeying the Helmholtz

equation

~r2
~aðlÞð~k;~rÞþ k2~aðlÞð~k;~rÞ ¼ 0 ð1:4:14Þ

and the temporal part satisfying

@2aðtÞ
@t2

þo2aðtÞ ¼ 0; ð1:4:15Þ

with o ¼ ck the circular frequency. As a Fourier series expansion in the

plane waves subject to (1.4.13), the vector potential is

~að~r; tÞ ¼
X
~k ; l

½~eðlÞð~kÞaðlÞð~kÞei~k �~r�iotþ~�e ðlÞð~kÞ�aðlÞð~kÞe�i~k �~rþ iot�;

ð1:4:16Þ
applicable to a wave propagating along k̂ at speed c. In expansion (1.4.16),

~eðlÞð~kÞ is the unit electric polarization vector of mode ð~k; lÞ, l being the

index of polarization, and aðlÞð~kÞ is the Fourier amplitude, with the overbar
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denoting the complex conjugate. From the Coulomb gauge condition, the

transversepropertyof themodes is readilyapparent, namely, k̂ �~aðlÞð~kÞ ¼ 0:
With~e and ~b also transverse, their unit vectors are resolved parallel and

perpendicular to the vector potential for each mode ~k, so that~eðl1Þð~kÞ ¼
~eðlÞð~kÞ,~eðl2Þð~kÞ ¼~b

ðlÞð~kÞ, and k̂ form a set of mutually orthogonal unit

vectors. The mode expansions for the electric fields are easily obtained

from (1.4.16) via~eð~r; tÞ ¼ �@~að~r; tÞ=@t and ~bð~r; tÞ ¼ ~r �~að~r; tÞ. Once
fieldquantization is carriedout, theirexplicitnormalized formswill begiven.

Having outlined the essential characteristics of the free classical radia-

tion field, and its description in terms of modes when confined to a box of

volume V, as a precursor to quantization, electrodynamics is presented in

terms of the Lagrangian formulation. To account for the infinite number of

degrees of freedom possessed by the radiation field, the Euler–Lagrange

equations (1.2.1) for a system of particles require modification. To accu-

rately describe the smooth and continuous variation of the field, a La-

grangian density L is introduced, which is a functional of the field and the

variables that define the latter. Integrating L over all space yields the

Lagrangian function, L. Analogous to functions, which enable a variable to

be converted to a number, a functional provides a means for going from a

function to a number, in this case assigning a number to the field. It may be

recalled that in the analytical dynamics of particles, the Lagrangian was a

function of the generalized positions and velocities. For the electromag-

netic field, however, instead of~q, the generalized coordinate is chosen to be
the vector potential, while the velocity analogous to _~q is taken to be _~a. In
addition, L is a function of the gradient of~a, thereby ensuring that spatial

variations are properly included. Thus,

L ¼
ð
Lð~a; ~r~a; _~a; tÞd3~r: ð1:4:17Þ

Applying the variational calculus along with Hamilton’s principle as in the

case of particles earlier, but with variation now performed over the new

variables, the Euler–Lagrange equations of motion for the electromagnetic

field are modified to

@

@t

@L
@ _ai

� �
þ @

@xj

@L
@ð@ai=@xjÞ�

@L
@ai
¼ 0; ð1:4:18Þ

in which the second term is new relative to equation (1.2.1) and expresses

the rate of changewith respect to position of the variation of the Lagrangian

density with the spatial derivative of the vector potential.
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On taking, as is common, the square of the electric field to be propor-

tional to the kinetic energy of thefield and the square of themagnetic field as

contributing to the electromagnetic potential energy, the Lagrangian

density for the free field in analogy with point particles is written as the

difference in kinetic and potential energy,

L ¼ e0
2

_~a
2�c2ð~r �~aÞ2

n o
: ð1:4:19Þ

Using (1.4.19) in (1.4.18) leads to Maxwell’s equations, the appropriate

equations of motion for the radiation field. Specifically, the wave equation

for~a (1.4.5) results,

~r2� 1

c2
@2

@t2

� �
ai ¼ 0; ð1:4:20Þ

as originally obtained from Maxwell’s equations.

Like the Lagrangian for the field (1.4.17), the Hamiltonian H is a

functional and is defined in terms of a density functional H,

H ¼
ð
Hð~a; ~P; ~r~a; tÞd3~r; ð1:4:21Þ

with H itself found from

H ¼ ~P � _~a�L: ð1:4:22Þ
~Pð~rÞ is the field momentum canonically conjugate to the vector potential,

defined as

~Pð~rÞ ¼ @L

@ _~a
; ð1:4:23Þ

which from (1.4.19) is seen to be

~Pð~rÞ ¼ e0 _~a; ð1:4:24Þ
being proportional to the electric field ~e. When expressed in terms

of canonically conjugate variables, the Hamiltonian density (1.4.22) is

written as

H ¼ 1

2e0
~P

2þ e20c
2ð~r �~aÞ2

n o
; ð1:4:25Þ

which is equivalent to the electromagnetic energy density

ðe0=2Þð~e2þ c2~b
2Þ. From the preceding development, in particular, the
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description of electromagnetic radiation in terms of modes of the field, it is

now a simple matter to show that the radiation field enclosed in a fixed

volume is equivalent to a mechanical oscillator. This theorem was first

proved by Jeans (1905).On substituting themode expansions for~a and~P—

the latter obtained from (1.4.24)—into the Hamiltonian density (1.4.25), or

alternatively using the derived mode expansions for~e and~b in the energy

density, the radiation field Hamiltonian (1.4.21) can be written as

H ¼ 2e0c2V
X
~k ;l

k2aðlÞð~kÞ�aðlÞð~kÞ; ð1:4:26Þ

after the field modes have been normalized. Two new, real canonically

conjugate variables are now defined according to

q~k ; l ¼ ðe0VÞ1=2
�
a
ðlÞ
~k
þ �a

ðlÞ
~k

�
ð1:4:27Þ

and

p~k ; l ¼ �ickðe0VÞ1=2
�
a
ðlÞ
~k
��aðlÞ~k

�
; ð1:4:28Þ

which yields for the Hamiltonian (1.4.26) the expression

H ¼
X
~k ;l

H~k ;l ¼
X
~k ;l

1

2
ðp2~k ;lþo2q2~k ;lÞ; ð1:4:29Þ

which is seen to be a mode sum over classical harmonic oscillator

Hamiltonians in mass-weighted coordinates. Hamilton’s canonical equa-

tions (1.2.5) are easily seen to be satisfied by the choice of conjugate

variables. Recalling (1.4.6),

dq~k ;l

dt
¼ p~k ;l;

dp~k ;l

dt
¼ �o2q~k ;l; ð1:4:30Þ

and from (1.4.29)

@H

@p~k ;l
¼ p~k ;l ¼ _q~k ;l;

@H

@q~k ;l
¼ o2q~k ;l ¼ � _p~k ;l; ð1:4:31Þ

which provides desired confirmation of the result.

From (1.4.29), itmay be concluded that quantization of the free fieldmay

be accomplished by quantizing a collection of noninteracting harmonic
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oscillators. The solution of the latter problem is familiar from quantum

mechanics. A brief summary is given of the method of solution and of the

resulting energy eigenvalues and eigenfunctions in a form that makes it

readily applicable to quantization of electromagnetic radiation (Dirac,

1958). For an individual oscillator a of mass ma and angular frequency

oa representing a singlemode of the radiation field, theHamiltonian for the

electromagnetic field is given by

H ¼
X
a

1

2ma
ðp2aþm2

ao
2
aq

2
aÞ; ð1:4:32Þ

where the dynamical variables qa and pa are the coordinate and canonically

conjugate momentum.

Consider a one-dimensional harmonic oscillator, whose classical

Hamiltonian function is

H ¼ 1

2m
ðp2þm2o2q2Þ; ð1:4:33Þ

there now being no need for the subscript a. The corresponding quantum

mechanical Hamiltonian is taken to be of the same form as (1.4.33), with q

and p represented by their respective operator equivalents subject to the

fundamental commutator

½q; p� ¼ i�h: ð1:4:34Þ
By introducing twomutually adjoint operators a and a† in terms of p and q,

a ¼ 1ffiffiffi
2
p

ffiffiffiffiffiffiffiffi
mo
�h

r
qþ i

ffiffiffiffiffiffiffiffiffiffi
1

mo�h

r
p

 !
ð1:4:35Þ

and

a† ¼ 1ffiffiffi
2
p

ffiffiffiffiffiffiffiffi
mo
�h

r
q�i

ffiffiffiffiffiffiffiffiffiffi
1

mo�h

r
p

 !
; ð1:4:36Þ

the quantum mechanical Hamiltonian can be expressed as

H ¼
�ho
2
ðaa†þ a†aÞ: ð1:4:37Þ

Although both a and a† are real, they are not symmetric and hence not

Hermitian unlike q and p. Using the fundamental commutator (1.4.34), it is
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easily verified that

½a; a†� ¼ 1: ð1:4:38Þ

Hence, the Hamiltonian can be written in two other ways equivalent

to (1.4.37), namely,

H ¼ a†aþ 1

2

� �
�ho ¼ aa†� 1

2

� �
�ho: ð1:4:39Þ

Its characteristic solutions are then given by the eigenvalues and eigen-

functions of the operator a†a. This operator is called the number operator n.

Its eigenvalues are the positive integers and zero, representing the numbers

of quantized particles in the allowed eigenstates jni. In the case of the

electromagnetic field, these particles are called photons. They satisfy

Bose–Einstein statistics, with the wavefunction for n identical such par-

ticles being totally symmetric. Thus,

a†ajni ¼ njni; n ¼ 0; 1; 2; . . . ; ð1:4:40Þ

the ground state ket j0i, for example, having an eigenvalue of zero.

From (1.4.39), it is easily seen that the eigenvalues of the harmonic

oscillator are

nþ 1

2

� �
�ho; n ¼ 0; 1; 2; . . . ; ð1:4:41Þ

with the lowest energy corresponding to ð�ho=2Þ; the zero-point energy of
the field (Milonni,1994). A ladder of states separated by a quantum of

energy �ho is generated in accord with Planck’s quantum hypothesis. The

individual operators a and a† are annihilation and creation operators, acting

on the occupation number state and, respectively, decreasing and increasing

the number of particles by unity. This aspect of being able to tackle changes

in particle number togetherwith the correct statistical laws that the particles

obey is called second quantization. It provides the link between quantum

field theory and the many-body formulation (Mandl, 1959). For a normal-

ized state jni, the operator equations are

ajni ¼ 0; n ¼ 0;
n1=2jn�1i; n ¼ 1; 2; 3; . . .

�
ð1:4:42Þ
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and

a†jni ¼ ðnþ 1Þ1=2jnþ 1i; n ¼ 0; 1; 2; . . . : ð1:4:43Þ

The wavefunction formed from the projection of the states in the Hilbert

space of the system is now taken to be an operator instead of a classical

number and is interpreted as a quantized field. This generalized many-

particle occupation number space is called a Fock space and applies to both

fermions and bosons (Fock, 1932).

The eigenvalues and eigenfunctions found for a single harmonic oscil-

lator are easily adapted to the solution of the many-particle uncoupled

harmonic oscillator Hamiltonian (1.4.32), which has been shown to be

equivalent to a sum over Hamiltonians for each mode of the radiation field.

In terms of the destruction and creation operators (1.4.35) and (1.4.36) for a

ð~k; lÞ-mode photon, which are subject to the commutation relations

½aðlÞð~kÞ; aðl0Þð~k 0 Þ� ¼ 0;

½a†ðlÞð~kÞ; a†ðl0Þð~k 0 Þ� ¼ 0;

½aðlÞð~kÞ; a†ðl0Þð~k0 Þ� ¼ dll0d~k~k 0 ;

ð1:4:44Þ

the analogues of (1.4.37) and (1.4.39) are

H ¼
X
~k ;l

1

2
aðlÞð~kÞa†ðlÞð~kÞþ a†ðlÞð~kÞaðlÞð~kÞ
h i�hck

¼
X
~k ;l

a†ðlÞð~kÞaðlÞð~kÞþ 1

2

" #
�hck

¼
X
~k ;l

aðlÞð~kÞa†ðlÞð~kÞ� 1

2

" #
�hck;

ð1:4:45Þ

whose eigenenergy is the sum over all oscillators a of the energy of a single
oscillator,

Hjn1ð~k1; l1Þ; n2ð~k2; l2Þ; . . .i ¼
X
a

nað~ka; laÞþ 1

2

� �
�hoajn1ð~k1; l1Þ;

n2ð~k2; l2Þ; . . .i; ð1:4:46Þ
where na denotes the occupation number of oscillator a. From (1.4.42), it is

seen that when n¼ 0, it is not possible to absorb a particle from the ground
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state of the system. For the electromagnetic field, the state in which all

single particle states are empty, that is, na¼ 0 for all a, corresponds to the
electromagnetic vacuum. By successive application of the creation opera-

tors on the vacuum state, all other basis states of the field may be generated,

as in

jn1ð~k1; l1Þ; n2ð~k2; l2Þ; . . .i ¼
Y
a

½a†ðlaÞð~kaÞ�na
ðna!Þ1=2

j0ð~k1; l1Þ; 0ð~k2; l2Þ; . . .i;

ð1:4:47Þ

and are known as number states, and they form an orthonormal basis set. It

is customary to specify only nonzero occupation numbers of the field. The

expression (1.4.47) is the analogue of the wavefunction in the one-particle

theory. Hence for a ð~k; lÞ-mode photon,

a†ðlÞð~kÞaðlÞð~kÞjnð~k; lÞi ¼ njnð~k; lÞi; n ¼ 0; 1; 2; . . . ; ð1:4:48Þ

aðlÞð~kÞjnð~k; lÞi ¼ n1=2jðn�1Þð~k; lÞi; n ¼ 1; 2; . . . ; ð1:4:49Þ

a†ðlÞð~kÞjnð~k; lÞi ¼ ðnþ 1Þ1=2jðnþ 1Þð~k; lÞi; n ¼ 0; 1; 2; . . . :

ð1:4:50Þ

The quantum mechanical counterpart to the classical mode expansion for

the vector potential (1.4.16) at t¼ 0 is of the form

~að~rÞ ¼
X
~k ;l

�h
2e0ckV

� �1=2

~eðlÞð~kÞaðlÞð~kÞei~k �~r þ~�eðlÞð~kÞa†ðlÞð~kÞe�i~k �~r
h i

;

ð1:4:51Þ

where in the quantum theory the Fourier amplitudes a and a† are understood

to be annihilation and creation operators obeying the rules of commuta-

tion (1.4.44). The normalizing factor appearing in (1.4.51) is obtained on

evaluating the expectation value of the energy of the radiation field for a

number state jnð~k; lÞi, which is known to be ðnþ 1=2Þ�ho. The mode

expansions for the quantum electric, magnetic, and canonically conjugate

momentum field ~Pð~rÞ follow from (1.4.51) and their defining equations
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given earlier. They are

~eð~rÞ ¼ i
X
~k ;l

�hck
2e0V

� �1=2

~eðlÞð~kÞaðlÞð~kÞei~k �~r�~�eðlÞð~kÞa†ðlÞð~kÞe�i~k �~r
h i

;

ð1:4:52Þ

~bð~rÞ ¼ i
X
~k ;l

�hk
2e0cV

� �1=2

~b
ðlÞð~kÞaðlÞð~kÞei~k �~r�~�bðlÞð~kÞa†ðlÞð~kÞe�i~k �~r

� 	
;

ð1:4:53Þ

~Pð~rÞ ¼ �i
X
~k ;l

�hcke0
2V

� �1=2

~eðlÞð~kÞaðlÞð~kÞei~k �~r�~�eðlÞð~kÞa†ðlÞð~kÞe�i~k �~r
h i

:

ð1:4:54Þ

In the expressions for the mode expansions, the quantization volume

appears explicitly. Quantum mechanical observables, however, are of

course independent of this quantity. For systems normalized in finite but

large volumes, the summation over the allowed wavevectors~k; which are
restricted by (1.4.13), may be replaced by an integral through the corre-

spondence
1

V

X
~k

!
V!1

1

ð2pÞ3
ð
d3~k; ð1:4:55Þ

where d3~k is the volume element in momentum space.

Often when calculating transfer rates, scattering cross sections, and

energy shifts involving photons of a particular polarization—be they real or

virtual photons, a sum over the two polarizations is required. Recalling that
~eð1Þð~kÞ;~eð2Þð~kÞ, which can in general be complex, and k̂ form a set of

mutually perpendicular unit vectors, it follows thatX
l¼1; 2

e
ðlÞ
i ð~kÞ�ejðlÞð~kÞ ¼ dij�k̂ik̂j: ð1:4:56Þ

Using the definition for the unit magnetic polarization vector

~b
ðlÞð~kÞ ¼ k̂ �~eðlÞð~kÞ allows two additional sum rules to be obtained for

electric–magnetic and magnetic–magnetic combinations. They areX
l¼1; 2

e
ðlÞ
i ð~kÞ�bj

ðlÞð~kÞ ¼ eijkk̂k; ð1:4:57Þ
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where eijk is the Levi-Civita third rank antisymmetric tensor, andX
l¼1;2

b
ðlÞ
i ð~kÞ�bjðlÞð~kÞ ¼ dij�k̂ik̂j: ð1:4:58Þ

The imposition of quantummechanical principles to the vibrational modes

of a classical electromagnetic wave led to the automatic emergence of

the quantized particle of light—the photon—from the formalism. In the

process, the underlying duality of thewave and particle pictures of light has

been revealed. This complementary description can also be found in

reverse. Beginning instead with the photon, application of quantum me-

chanics to assemblies of such particles yields quantization of a set of

classical mode oscillators. This second viewpoint is applicable to bosons in

general, as well as to fermions, and forms the basis of quantum field theory.

The presentation of the latter in a form applicable to interacting matter and

electromagnetic wavefields is the subject of Chapter 2.

1.5 INTERACTING PARTICLE–RADIATION FIELD SYSTEM

Thus far, the variational calculus and Hamilton’s principle of least action

have been applied first to a system of isolated charged particles and then to

the free radiation field. In each case, the equations of motion were obtained

from the classical Lagrangian function expressed in terms of generalized

coordinates and velocities. For material particles undergoing nonrelativis-

tic kinematics, the equations ofmotion lead directly toNewton’s dynamical

laws, while for electromagnetic radiation, Maxwell’s equations resulted.

The classical Hamiltonian function was then constructed for each non-

interacting system by defining the momentum canonically conjugate to the

generalized coordinate variable and eliminating the generalized velocity in

favor of this new quantity. The respective Hamiltonian was then converted

to its quantum mechanical form by elevating the dynamical particle and

field variables to operators, and the ensuing Schr€odinger equation was

solved for radiation and matter eigenvalues and eigenfunctions. An analo-

gous procedure is now followed for a system of charged particles and

radiation field in mutual interaction (Heitler, 1954; Power, 1964; Healy,

1982; Craig and Thirunamachandran, 1998a). It will be seen that this

problem is no longer separable. Particle and field are inextricably linked—

the dynamics of one affecting the other, and vice versa. Overall, however,

energy is conserved as that given up bymatter is gained by the field and that

lost by radiation is acquired by the system of charged particles. Ultimately,

this leads to perturbation theory solutions of the coupled matter–field

system. As before, there is considerable freedom in the specific choice of

classical Lagrangian function. Its only limitation is that it must lead to the
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correct equations of motion. Since the noninteracting matter–field system

constitutes a completely separable case, it is sensible to partition the total

Lagrangian into a sum of molecule, field, and interaction Lagrangians,

L ¼ Lmolþ Lradþ Lint; ð1:5:1Þ
where

Lmol ¼ 1

2

X
a

ma
_~q
2

a�Vð~qÞ; ð1:5:2Þ

Lrad ¼
ð
Lrad d

3~r ¼ 1

2
e0

ð
f _~a2�c2ð~r �~aÞ2gd3~r; ð1:5:3Þ

Lint ¼
ð
Lintð~rÞd3~r ¼

ð
~j
?ð~rÞ � að~rÞd3~r: ð1:5:4Þ

Unsurprisingly, the molecular and radiation field Lagrangians (1.5.2)

and (1.5.3) are identical to the Lagrangians (1.2.8) and (1.4.19), respec-

tively, when the quantum mechanics of a collection of charged particles,

and the electromagnetic field in the absence of sources, was studied. The

form of the interaction Lagrangian (1.5.4) is a direct result of working in the

Coulomb gauge. The scalar potential, describing the electrostatic Coulomb

potential, is replaced by the electrostatic potential energy with the trans-

verse vector potential describing the radiation field. In (1.5.4),~j
?ð~rÞ is the

transverse part of the current density, obtained by projecting the total

current density onto the transverse delta function dyadic d?ij ð~rÞ (Belinfante,
1946) so that

j?i ð~rÞ ¼
X
a

ea _qjðaÞd
?
ij ð~r�~qaÞ: ð1:5:5Þ

It is straightforward to demonstrate that the Lagrangian (1.5.1) is of the

appropriate form. Using (1.5.1) in the Euler–Lagrange equations for

the field (1.4.18), the vector potential is seen to obey the inhomogeneous

wave equation,

~r2� 1

c2
@2

@t2

� �
~að~rÞ ¼ � 1

e0c2
~j
?ð~rÞ; ð1:5:6Þ

instead of its source-free counterpart (1.4.20). Note that (1.5.6) is identical

to equation (1.3.35), the latter following directly from the Maxwell–

Lorentz equations in the Coulomb gauge. Substituting the total Lagran-

gian (1.5.1) into the Euler–Lagrange equations for an assembly of
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particles (1.2.1) yields for the ith component

maq€iðaÞ ¼ �
@V

@qiðaÞ
þ eae

?
i ð~qaÞþ ea½ _~qa �~bð~qaÞ�i; ð1:5:7Þ

where relations (1.3.12) and (1.3.34) have been used, and which is

immediately recognizable as Newton’s equation of motion modified by

the addition of the Lorentz force law terms representing the interaction of

charged particles with the transverse radiation field.

The total Hamiltonianmay be evaluated from the total Lagrangian in the

usual way according to

H ¼
X
a

~pa � _~qaþ
ð
~P � _~a d3~r�L; ð1:5:8Þ

after calculating the momenta canonically conjugate to the generalized

position and vector potential. The former is now given by

~pa ¼
@L

@ _~qa
¼ ma

_~qaþ ea~að~qaÞ; ð1:5:9Þ

while the latter is identical to that obtained using the free field,

~Pð~rÞ ¼ @L

@ _~a
¼ e0 _~að~rÞ ¼ �e0~e?ð~rÞ: ð1:5:10Þ

Substituting for _~qa and
_~a into (1.5.8) produces what is universally known as

the minimal-coupling Hamiltonian (Craig and Thirunamachandran,

1998a),

Hmin ¼
X
a

1

2ma
f~pa�ea~að~qaÞg2þVð~qÞþ 1

2e0

ð
f~P2ð~rÞ

þ e20c
2ð~r �~að~rÞÞ2gd3~r: ð1:5:11Þ

At this stage, it is advantageous to collect the charged particles a together to
form atoms and molecules x. Further, it is approximated that the nuclei

are located at fixed positions in space relative to electrons, which are

allowed to move. Hence, the dynamical variables of the charged particle

system are the electronic coordinates and momenta. The clamped nuclei

approximation is justified on the grounds that the nucleons are significantly

moremassive than electrons. This is a simplification that is frequentlymade

in chemical physics and is adopted in what follows. For many situations,

however, such as the treatment of molecular vibrations and the dynamics

of chemical reactions, nuclear motions cannot be ignored. For such

applications, it is convenient to describe the interaction of radiation with

quantum mechanical electrons, but with the nuclei moving classically in a
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specific version of a semiclassical formulation of the theory. This has been

achieved by coupling the Maxwell and Schr€odinger equations in a cano-

nical prescription (Masiello et al., 2005). The time evolution is followed by

integrating the first-order Hamilton’s equations subject to well-defined

initial conditions for the dynamical variables. The solutions are formally

exact in the limit of infinite basis sets, though in practice computations are

carried out with a set of truncated functions. The other, more difficult

option, is a fully quantum mechanical treatment of electronic and nuclear

degrees of freedom coupled to radiation.

By dividing the total electrostatic potential energy into a sum of one-

particle and two-center terms,

V ¼
X
x

VðxÞþ
X
x<x0

Vðx; x0Þ; ð1:5:12Þ

the Hamiltonian (1.5.11) can be written as

Hmin ¼ Hmin
mol þHmin

rad þHmin
int ; ð1:5:13Þ

where the molecular Hamiltonian is

Hmin
mol ¼

X
x

1

2m

X
a

~p2aðxÞþVðxÞ
( )

; ð1:5:14Þ

in which~pa is themomentum of electron awith positionvector~qa andVðxÞ
is the intramolecular potential energy of molecule x. The radiation field

Hamiltonian is

Hmin
rad ¼

1

2e0

ð
~P

2þ e20c
2ð~r �~aÞ2

n o
d3~r ¼ e0

2

ð
ð~e?2þ c2~b

2Þd3~r;
ð1:5:15Þ

expressed in terms of the vector potential and its canonically conjugate

momentum, or in terms of electric and magnetic fields. The third term

of (1.5.13) accounts for the interaction between radiation and matter and is

explicitly given by

Hmin
int ¼

e

m

X
x

X
a

~paðxÞ �~að~qaðxÞÞþ
e2

2m

X
x

X
a

~a2ð~qaðxÞÞþVinter;

ð1:5:16Þ
while Vinter is given by the second term of (1.5.12) and describes

the intermolecular potential energy between molecules x and x0. The
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superscript min is inserted because the total and individual Hamiltonians

are constructed from dynamical variables specific to this particular

formulation.

The quantummechanical analogue of the classical Hamiltonian (1.5.13)

is obtained on promoting the particle and field coordinates and canonically

conjugate momenta to quantum operators subject to the following com-

mutation relations valid at equal time:

½qiðaÞðxÞ; pjðbÞðx0Þ� ¼ i�hdij dab dxx0 ð1:5:17Þ

and

½aið~rÞ;Pjð~r 0Þ� ¼ i�hd?ij ð~r�~r 0Þ: ð1:5:18Þ

The commutator between field operators (1.5.18) was expressed alterna-

tively by (1.4.44) in terms of the annihilation and destruction operators for a

mode of the radiation field in free space.

While the minimal-coupling Hamiltonian (1.5.13) rigorously describes

the interaction of a charged particle with the electromagnetic field, it

proves to be awkward when it is applied to radiation–molecule and

molecule–molecule processes. This is due to the appearance of the particle

momentum, the vector potential of the radiation field, and the intermole-

cular coupling term in the interaction component of the Hamilto-

nian (1.5.16). The first of these variables is not the most appropriate for

a chemical species, the second is more often expressed in terms of the

fundamental electric and magnetic fields, while the third term must always

be included when treating two or more particles. In the following two

sections, an alternative Lagrangian and Hamiltonian are obtained that have

proved to be more suitable for application to atomic andmolecular systems

interacting with the radiation field.

1.6 MULTIPOLAR LAGRANGIAN

The Lagrangian for the interacting charged particle–electromagnetic field

system (1.5.1) is a function of particle coordinates and velocities~qa and
_~qa

as well as a functional of the analogous field dynamical variables~að~rÞ and
_~að~rÞ. It was shown to lead to the correct Euler–Lagrange equations of

motion. Lagrangians that differ in the total time derivative of a function or

functional of the coordinates and the time, f ð~q;~a; tÞ, are said to be
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equivalent. Thus,

Lnew ¼ Lold� d

dt
f ð~q;~a; tÞ: ð1:6:1Þ

Because the variations in the path correct to first order between the initial

and final times vanish,

dqðtiÞ ¼ dqðtf Þ ¼ 0; ð1:6:2aÞ
dajðtiÞ ¼ dajðtf Þ ¼ 0; ð1:6:2bÞ

the variations of the action integral involving old and new Lagrangians are

then identical,

dSnew ¼ d
ðtf
ti

Lnew dt ¼ d
ðtf
ti

Lold dt ¼ dS old; ð1:6:3Þ

where the action S is the time integral of the Lagrangian. Hence, identical

Euler–Lagrange equations ofmotion follow from Lnew as derived from Lold.

A Lagrangian equivalent to that of (1.5.1), one that leads to a Hamilto-

nian that is better suited to deal with atomic and molecular systems, is

obtained by adding a function of the formð
~p?ð~rÞ �~að~rÞd3~r; ð1:6:4Þ

as was first suggested by G€oppert-Mayer (1931). If~p?ð~rÞ in (1.6.4) is taken
to be the transverse component of the electric polarization field, the

resulting newLagrangian is of themultipolar form,whose explicit structure

will be given below. Before going on to this, the decomposition of

charge and current densities in terms of electric and magnetic polarization

fields is carried out and their multipole expanded forms are given.

In a medium, the electric and magnetic polarizations result from charge

and current densities. The former is separated into contributions from free

and bound charges, while the current density is composed of terms arising

from electric polarization and magnetization currents due to the relative

motions of bound charges, and the contributions from convective and

R€ontgen currents. For a neutral system, the convective current vanishes,

while for stationary nuclei there is no R€ontgen term.

The charge density (1.3.9) may be partitioned as

rð~rÞ ¼
X
a

eadð~r�~qaÞ ¼
X
a

eadð~r�~RÞ�~r �~pð~rÞ ¼ rtrue�~r �~pð~rÞ;

ð1:6:5Þ
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in which rtrue ¼Paeadð~r�~RÞ is the net charge density of the distribution.
This division of the source necessitates the introduction of the vector~Rx; an
expansion point about which multipole moments are defined and which

may be taken as the center of mass, an inversion center, or the origin of a

local chromophore center. The electric polarization field ~pð~rÞ can be

written in closed form as the parametric integral (Woolley, 1971)

~pðx;~rÞ ¼
X
a

eað~qaðxÞ�~RxÞ
ð1
0

dð~r�~Rx�lð~qaðxÞ�~RxÞÞdl

þ
X
a

eaZaðxÞð~QaðxÞ�~RxÞ
ð1
0

dð~r�~Rx�lð~QaðxÞ�~RxÞÞdl;

ð1:6:6Þ
a sum of electronic and nuclear contributions, with ZaðxÞ and ~QaðxÞ the
atomic number and position of nucleus a of molecule x, and

~pð~rÞ ¼
X
x

~pðx;~rÞ: ð1:6:7Þ

Concentrating on the electronic term and expanding the delta function

produces

~pðx;~rÞ ¼
X
a

eað~qaðxÞ�~RxÞ
ð1
0

h
1� lð~qaðxÞ�~RxÞ � ~r
n o

þ 1

2!
flð~qaðxÞ�~RxÞ � ~rg2� � � �

i
dð~r�~RxÞdl; ð1:6:8Þ

which after carrying out the l-integral results in the familiar electric

multipole series expansion of the polarization distribution; the dipole term

is given by

~pð1Þðx;~rÞ ¼
X
a

eað~qaðxÞ�~RxÞdð~r�~RxÞ ð1:6:9Þ

and the quadrupole polarization by

~pð2Þðx;~rÞ ¼ �
X
a

1

2!
eað~qaðxÞ�~RxÞð~qaðxÞ�~RxÞ � ~rdð~r�~RxÞ: ð1:6:10Þ

The superscript indicates the order of themoment, with the familiar electric

dipole defined as

miðxÞ ¼
X
a

eað~qaðxÞ�~RxÞi ð1:6:11Þ
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and the electric quadrupole moment tensor as

QijðxÞ ¼ 1

2!

X
a

eað~qaðxÞ�~RxÞið~qaðxÞ�~RxÞj: ð1:6:12Þ

With the polarization field defined by (1.6.8), the multipolar Lagrangian is

obtained from the minimal-coupling Lagrangian (1.5.1) on using (1.6.4)

in (1.6.1); that is,

Lmult¼Lmin� d

dt

ð
~p?ð~rÞ�~að~rÞd3~r

¼
X
x

m

2

X
a

_~q2aðxÞ�VðxÞ
( )

þ e0
2

ðn
_~a
2ð~rÞ�c2ð~r�~að~rÞÞ2

o
d3~r

þ
ð

~j
?ð~rÞ�d~p

?ð~rÞ
dt

 !
�~að~rÞd3~r�

ð
~p?ð~rÞ� _~að~rÞd3~r�

X
x<x0

Vinterðx;x0Þ;

ð1:6:13Þ
where the partitioning of the total electrostatic potential energy into intra-

and intermolecular terms according to (1.5.12) has been used explicitly.

From the definition of the transverse current density and the electric

dipole polarization distribution (1.6.9), it is seen that in the electric dipole

approximation,

~j
?ð~rÞ ¼ d~p?ð~rÞ

dt
; ð1:6:14Þ

and the particle momentum canonically conjugate to the position,

~pa ¼
@Lmult

@ _~qa
¼ m _~qa; ð1:6:15Þ

is equal to the kinetic momentum.

To proceed further, the third term of Lmult is examined in detail.

Employing the identity (Power and Thirunamachandran, 1971)

_~qdð~r�~qÞ ¼ d

dt
ð~q�~RÞ

ð1
0

dð~r�~R�lð~q�~RÞÞdl

þ ~r � ð~q�~RÞ � _~q

ð1
0

ldð~r�~R�lð~q�~RÞÞdl
2
4

3
5 ð1:6:16Þ
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enables the difference between the transverse current and polarization

densities to be written as

~j
?ð~rÞ� d~p?ð~rÞ

dt
¼ ~r � ~mð~rÞ; ð1:6:17Þ

showing that the current density for a system of neutral molecules moving

with zero velocity is composed of electric and magnetic polarization

contributions. On the right-hand side of (1.6.17) is the curl of the magne-

tization field, ~mð~rÞ;

~mðx;~rÞ ¼
X
a

eafð~qaðxÞ�~RxÞ � _~qaðxÞg
ð1
0

ldð~r�~Rx�lð~qaðxÞ�~RxÞÞdl;

ð1:6:18Þ
with the contribution from nuclei given by

þ
X
a

eaZaðxÞfð~QaðxÞ�~RxÞ � _~QaðxÞg
ð1
0

ldð~r�~Rx�lð~QaðxÞ�~RxÞÞdl;

ð1:6:19Þ
so that

~mð~rÞ ¼
X
x

~mðx;~rÞ: ð1:6:20Þ

On again expanding the d-function in a Taylor series and performing the l-
integral, the ith component of the electronic contribution to the magnetiza-

tion (1.6.18) is given by

miðx;~rÞ ¼
X
a

eafð~qaðxÞ�~RxÞ � _~qaðxÞgi
ð1
0

l 1�flð~qaðxÞ�~RxÞj~rjg
h

þ 1

2!
flð~qaðxÞ�~RxÞjð~qaðxÞ�~RxÞk~rj

~rkg2����
i
dð~r�~RxÞdl

¼
X
a

eafð~qaðxÞ�~RxÞ� _~qaðxÞgi

�

1

2!
� 2

3!
ð~qaðxÞ�~RxÞj~rj

þ 3

4!
ð~qaðxÞ�~RxÞjð~qaðxÞ�~RxÞk~rj

~rk����

8>>><
>>>:

9>>>=
>>>;
dð~r�~RxÞ

¼
n
m
ð1Þ
i �mð2Þij

~rjþmð3Þijk
~rj

~rk����
o
dð~r�~RxÞ; ð1:6:21Þ
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where the first term, including dð~r�~RxÞ, is the magnetic dipole magnetiza-

tion, the second is the magnetic quadrupole magnetization, and so on, with

the magnetic multipole moments defined as

m
ð1Þ
i ðxÞ¼

X
a

1

2!
eafð~qaðxÞ�~RxÞ� _~qaðxÞgi; ð1:6:22Þ

m
ð2Þ
ij ðxÞ¼

X
a

2

3!
eafð~qaðxÞ�~RxÞ� _~qaðxÞgið~qaðxÞ�~RxÞj: ð1:6:23Þ

Of course, the right-hand side of (1.6.17) and the form of (1.6.18) are

obtained by explicitly evaluating the left-hand side of the former, the two

terms being given by

jið~rÞ¼
X
a

ea _qiðaÞðxÞ
�
1�ð~qaðxÞ�~RxÞj~rj

þ 1

2!
ð~qaðxÞ�~RxÞjð~qaðxÞ�~RxÞk~rj

~rk����
	
dð~r�~RxÞ ð1:6:24Þ

and

dpið~rÞ
dt
¼
X
a

ea _qiðaÞðxÞ
�
1� 1

2!
ð~qaðxÞ�~RxÞj~rj

þ 1

3!
ð~qaðxÞ�~RxÞjð~qaðxÞ�~RxÞk~rj

~rk����
	
dð~r�~RxÞ

�
X
a

eað~qaðxÞ�~RxÞi _qjðaÞðxÞ~rj

1

2!
� 2

3!
ð~qaðxÞ�~RxÞk~rkþ���

" #
dð~r�~RxÞ:

ð1:6:25Þ
Returning to the multipolar Lagrangian (1.6.13), inserting (1.6.17) pro-

duces for Lmult

Lmult¼LmolþLradþ
ð
½~r�~mð~rÞ��~að~rÞd3~r�

ð
~p?ð~rÞ� _~að~rÞd3~r�

X
x<x0

Vinterðx;x0Þ;

ð1:6:26Þ
where

Lmol¼
X
x

1

2
m
X
a

_~q2aðxÞ�VðxÞ
( )

ð1:6:27Þ
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and

Lrad¼e0
2

ð
f _~a2ð~rÞ�c2ð~r�~að~rÞÞ2gd3~r: ð1:6:28Þ

The last three terms of (1.6.26) now constitute the new interaction terms

with coupling now occurring through the polarization and magnetization

fields instead of through the transverse current density as in (1.5.4) (Power

and Thirunamachandran, 1978).

Even though the formal equations of motion are identical for equivalent

Lagrangians, their actual expressions will differ due to the introduction of

new variables. The result of the addition of the time derivative of (1.6.4) to

the minimal-coupling Lagrangian to form Lmult led to the appearance of

polarization and magnetization fields. The equations of motion for the

radiation field, expressed in terms of ~pð~rÞ and ~mð~rÞ, are known as

the atomic field equations. They are obtained from the Euler–Lagrange

equations of motion for the field and (1.6.26) as follows. Defining

the appropriate Lagrangian density Lmult from (1.6.26), the three terms of

the equations of motion

@

@t

@Lmult

@ _ai

� �
þ @

@xj

@Lmult

@ð@ai=@xjÞ�
@Lmult

@ai
¼ 0 ð1:6:29Þ

are

@Lmult

@ _ai
¼ e0 _aið~rÞ�p?i ð~rÞ ¼ �d?i ð~rÞ; ð1:6:30Þ

where d?i ð~rÞ is the transverse component of the electric displacement field,

~d ð~rÞ ¼ e0~eð~rÞþ~pð~rÞ; ð1:6:31Þ

@Lmult

@ð@ai=@xjÞ ¼ �c
2e0

@ai
@xj
� @aj
@xi

� �
; ð1:6:32Þ

and

@Lmult

@ai
¼ ½~r � ~mð~rÞ�i: ð1:6:33Þ

Taking the time derivative of (1.6.30) and adding to (1.6.32) and (1.6.33)

produces for (1.6.29)

~r �~bð~rÞ ¼ 1

e0c2
@~d
?ð~rÞ
@t

þ ~r � ~mð~rÞ
h i( )

; ð1:6:34Þ
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which on substituting (1.6.17) for ~j
?ð~rÞ and using (1.6.31) yields the

source-dependent Maxwell–Lorentz equation

~r �~bð~rÞ ¼ 1

c2
@~e?ð~rÞ
@t

þ 1

e0c2
~j
?ð~rÞ: ð1:6:35Þ

By defining the magnetic analogue~hð~rÞ of the displacement field,

~hð~rÞ ¼ e0c2~bð~rÞ�~mð~rÞ; ð1:6:36Þ
(1.6.34) can be written in terms of both auxiliary fields as

~r �~hð~rÞ ¼ @~d
?ð~rÞ
@t

; ð1:6:37Þ

which expresses the Maxwell–Lorentz equation (1.6.35) in terms of ~d ð~rÞ
and~hð~rÞ.

As expected, Newton’s force law with Lorentz term—the equation of

motion for the particle (1.5.7)—results when Lmult (1.6.26) is used in the

Euler–Lagrange equation

d

dt

@Lmult

@ _~qaðxÞ
� @Lmult

@~qaðxÞ
¼ 0: ð1:6:38Þ

1.7 MULTIPOLAR HAMILTONIAN

Having obtained in the previous section the equations ofmotion satisfied by

the multipolar Lagrangian for the interaction of a system of charged

particles and electromagnetic radiation, it remains to apply the canonical

quantization scheme to Lmult given by (1.6.26) to derive themultipolar form

of the Hamiltonian operator. Before the latter can be constructed, the

momenta canonically conjugate to the particle coordinate and the vector

potential of the field are first evaluated using (1.6.26). The first of these is

given by

~paðxÞ¼
@Lmult

@ _~qaðxÞ
¼m _~qaðxÞþ @

@ _~qaðxÞ

ð
f~r�~mað~rÞg�~að~rÞd3~r

¼m _~qaðxÞþeð~qaðxÞ�~RxÞ
ðð1
0

ldð~r�~Rx�lð~qaðxÞ�~RxÞÞdl�~bð~rÞd3~r

ð1:7:1Þ
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after inserting the expression for the magnetization field applicable to a

single charged particle (1.6.18). Defining a further vector field,

~naðx;~rÞ¼�eð~qaðxÞ�~RxÞ
ð1
0

ldð~r�~Rx�lð~qaðxÞ�~RxÞÞdl; ð1:7:2Þ

which is seen to be l times the electronic part of the polarization field~pðx;~rÞ
(1.6.6), with

~nð~rÞ¼
X
x;a

~naðx;~rÞ; ð1:7:3Þ

the conjugate momentum (1.7.1) can be written more succinctly as

~paðxÞ¼m _~qaðxÞ�
ð
~naðx;~rÞ�~bð~rÞd3~r: ð1:7:4Þ

Note that the kinetic and canonical momenta are no longer identical, but

differ in the second term on the right-hand side of the last relation. The

momentumconjugatetothefieldhasbeenevaluatedpreviouslyandisgivenby

Pið~rÞ¼@Lmult

@ _aið~rÞ¼e0 _aið~rÞ�p?i ð~rÞ¼�d?i ð~rÞ; ð1:7:5Þ

being the negative of the transverse displacement field; this is unlike the

situation inminimal coupling,where~Pð~rÞwas found tobeproportional to the
negative transverse electric field (1.5.10). The multipolar Hamiltonian is

obtained from (1.5.8) on inserting Lmult and summing over particles a and

aggregates x,

Hmult¼
X
x;a

~paðxÞ� _~qaðxÞþ
ð
~Pð~rÞ� _~að~rÞd3~r�Lmult; ð1:7:6Þ

and replacing _~q and _~a by using (1.7.4) and (1.7.5). This results in

Hmult¼ 1

2m

X
x;a

~p2aðxÞþ
X
x

VðxÞþ e0
2

ð ~Pð~rÞ
e0

 !2

þc2~b2ð~rÞ
8<
:

9=
;d3~r

þe�10

ð
~p?ð~rÞ�~Pð~rÞd3~r �

ð
~mð~rÞ�~bð~rÞd3~r

þ 1

2m

X
x;a

ð
~naðx;~rÞ�~bð~rÞd3~r

� 
2

þ 1

2e0

ð
j~p?ð~rÞj2d3~rþ

X
x<x0

Vinterðx;x0Þ; ð1:7:7Þ
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where the magnetization field ~mð~rÞ is given in symmetrized form by

~mð~rÞ¼ 1

2m

X
x;a

f~naðx;~rÞ�~paðxÞ�~paðxÞ�~naðx;~rÞg; ð1:7:8Þ

andwhichdiffersfrom(1.6.18)becausethekineticandcanonicalmomentaare

now no longer equal to each other.

The penultimate term of (1.7.7), proportional to the square of the

transverse polarization, is composed of intra- and intermolecular terms,

e�10

ðX
x

j~p?ðx;~rÞj2d3~rþ e�10

ðX
x 6¼x0

~p?ðx;~rÞ �~p?ðx0;~rÞd3~r: ð1:7:9Þ

Noting that ~pð~rÞ ¼~p?ð~rÞþ~pjjð~rÞ; the total intermolecular polarization

product vanishes for nonoverlapping charge distributions due to the rapid

fall off with r of the polarization field outside the source molecule. Hence,

e�10

ðX
x 6¼x0

~p?ðx;~rÞ �~p?ðx0;~rÞd3~r ¼ �e�10

ðX
x6¼x0

~pjjðx;~rÞ �~pjjðx0;~rÞd3~r:

ð1:7:10Þ
The right-hand side of (1.7.10) can be shown to be equal to

�Px<x0Vinterðx; x0Þ. An explicit demonstration within the context of elec-

tron wavefields is given in Section 2.3. Therefore, in the multipolar

Hamiltonian, the intermolecular Coulomb interaction energy is canceled

by the intermolecular part of the transverse polarization, leaving an

intramolecular self-energy term ð1=2e0Þ
Ð P

xj~p?ðx;~rÞj2d3~r. The multi-

polar Hamiltonian (1.7.7) can now be written as

Hmult ¼ Hmult
mol þHmult

rad þHmult
int þ

1

2e0

ðX
x

j~p?ðx;~rÞj2d3~r; ð1:7:11Þ

where

Hmult
mol ¼

X
x

1

2m

X
a

~p2aðxÞþVðxÞ
( )

; ð1:7:12Þ

Hmult
rad ¼

1

2

ð ~P
2ð~rÞ
e0
þ e0c2ð~r �~að~rÞÞ2

( )
d3~r

¼ 1

2e0

ð
f~d?2ð~rÞþ e20c

2~b
2ð~rÞgd3~r; ð1:7:13Þ
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and

Hmult
int ¼ e�10

ð
~p?ð~rÞ �~Pð~rÞd3~r�

ð
~mð~rÞ � ð~r �~að~rÞÞd3~rþ 1

2m

ð
~nð~rÞ

�

�ð~r �~að~rÞÞd3~r

2

¼ �e�10

ð
~pð~rÞ �~d?ð~rÞd3~r�

ð
~mð~rÞ �~bð~rÞd3~r

þ 1

2

ð
Oijð~r;~r 0Þbið~rÞbjð~r 0Þd3~r d3~r 0: ð1:7:14Þ

The last term in (1.7.11) is the aforementioned one-center contribution

from the transverse electric polarization field; it is independent of the

radiation field and does not contribute to processes that involve a change in

the state of the electromagnetic field, although it must be included when

calculating self-energy corrections. The last term of (1.7.14) represents the

diamagnetic interaction, with the field Oijð~r;~r 0Þ given by

Oijð~r;~r 0Þ ¼
X
x;x0

1

m
eiklejmlnkðx;~rÞnmðx 0;~r 0Þ

¼ e2

m
eiklejml

X
x;x0

X
a;b

ð~qaðxÞ�~RxÞkð~qbðx0Þ�~Rx0 Þm

�
ð1
0

ð1
0

ll0dð~r�~Rx�lð~qaðxÞ�~RxÞÞdð~r0�~Rx0�l0ð~qbðx0Þ�~Rx0 ÞÞdldl0:

ð1:7:15Þ
Noteworthy features of the multipolar Hamiltonian include the fact that the

Maxwell fields~d
?ð~rÞ and~bð~rÞ appear explicitly in the radiation field and

interaction Hamiltonians. The dependence ofHmult
int on the electromagnetic

fields only, rather than on the electromagnetic potentials clearly has the

advantage of making equation (1.7.14) independent of gauge. Molecules

couple directly to the radiation fields through the electric polarization,

magnetization, and diamagnetization fields. Absent from Hmult is the

intermolecular electrostatic interaction term. Interaction between mole-

cules is now mediated by the field via the exchange of transverse photons

that propagate with speed c.

The interaction Hamiltonian may be conveniently expanded in terms of

multipolemoments using the relations (1.6.8), (1.6.21), and (1.7.15) for the

fields~pðx;~rÞ,~mðx;~rÞ, andOijð~r;~r 0Þ, respectively, so as to simplify its use in

subsequent applications that depend only on specific multipole moments.

After carrying out the volume integral, the first few terms of (1.7.14) are

40 MOLECULAR QUANTUM ELECTRODYNAMICS: BASIC THEORY



therefore

Hmult
int ¼

X
x

f�e�10 ~mðxÞ �~d?ð~RxÞ�e�10 QijðxÞ~rjd
?
i ð~RxÞ�~mðxÞ �~bð~RxÞg

þ e2

8m

X
x;a

fð~qaðxÞ�~RxÞ �~bð~RxÞg2þ � � � ;

ð1:7:16Þ
comprising electric dipole ~mðxÞ, electric quadrupole QijðxÞ, magnetic

dipole ~mðxÞ, and lowest order diamagnetic coupling of species x, with
this last term of (1.7.16) being proportional to the square of the magnetic

field.

From the definition of the electric displacement field (1.7.5) and

the mode expansion (1.4.54) for the canonically conjugate momentum
~Pð~rÞ, the mode expansion for the transverse electric displacement field

operator is

~d
?ð~rÞ ¼ i

X
~k ;l

�hcke0
2V

� �1=2

~eðlÞð~kÞaðlÞð~kÞei~k �~r�~�eðlÞð~kÞa†ðlÞð~kÞe�i~k �~r
h i

:

ð1:7:17Þ
It is of interest to point out that from the definition of the transverse

current density (1.5.5) and the electric dipole polarization distribu-

tion (1.6.9)

~j
?ð~rÞ ¼ d~p?ð~rÞ

dt
ð1:7:18Þ

in the electric dipole approximation and that the particle momentum

canonically conjugate to the position operator,

~pa ¼
@Lmult

@ _~qa
¼ m _~qa; ð1:7:19Þ

is equal to the kinetic momentum. Relation (1.7.5) still holds for the

momentum canonically conjugate to the vector potential, but now also in

the long-wavelength approximation. The effect of (1.7.18) is to replace

coupling to~j
?ð~rÞ by the transverse polarization in the multipolar Lagran-

gian (1.6.13) so that

Lmult
int ¼ �

ð
~p?ð~rÞ � _~að~rÞd3~r�

X
x<x0

Vinterðx; x0Þ: ð1:7:20Þ
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As before, Hmult equation (1.7.11) results when (1.7.20) is used instead of

the last three terms of (1.6.13), but withHmult
int now given by the first term of

equation (1.7.16) only, which is the electric dipole form of the interaction

operator.

Converting the dynamical variables to quantum mechanical operators,

which obey the commutation rules

½qiðaÞðxÞ; pjðbÞðx0Þ� ¼ i�hdij dab dxx0 ð1:7:21Þ

and

½aið~rÞ;Pjð~r 0Þ� ¼ i�hd?ij ð~r�~r 0Þ; ð1:7:22Þ

produces the quantum analogue of the multipolar Hamiltonian (1.7.11).

This Hamiltonian is frequently used as the starting point in the calculation

of processes involving the interaction of radiation withmatter as well as for

the study of long-range intermolecular forces. A completely second

quantized form of Hmult proves to be advantageous for many of the

applications to be detailed in subsequent chapters. The presentation of

this field theoretic viewpoint is left for Chapter 2. Finally, it is interesting to

note that the commutation relations (1.7.21) and (1.7.22) are identical

to those occurring for minimal-coupling variables. The preservation of

commutation rules is a direct consequence of carrying out a transformation

that yielded an equivalent Lagrangian.

1.8 CANONICAL TRANSFORMATION

In the Hamiltonian formulation of classical mechanics, the equations of

motion satisfied by the generalized coordinates qi and momenta

pi, i ¼ 1, . . . , 3N, for a system of N particles are Hamilton’s canonical

equations (1.2.5). Alternatively, these relations may be expressed in terms

of the Poisson bracket, which for two differentiable functions f and g that

are functions of p and q,

f ; gf g ¼ @f

@q

@g

@p
� @f

@p

@g

@q

� 

; ð1:8:1Þ

so that

_q ¼ fq;Hg ð1:8:2Þ
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and

_p ¼ fp;Hg: ð1:8:3Þ
From the definition (1.8.1), it is seen that the Poisson bracket for the

canonical pair q and p is unity,

fq; pg ¼ 1: ð1:8:4Þ
If f is explicitly a function of time, namely, f ¼ f ðq; p; tÞ, then the time

evolution of f is given by

_f ¼ f ;Hf gþ @f

@t
: ð1:8:5Þ

In Section 1.6, it was shown how equivalent Lagrangians could be

generated by the addition of the total time derivative of a function of the

coordinates, which amounted to a canonical transformation of the dyna-

mical variables, with construction of the corresponding Hamiltonian

function requiring the evaluation of the canonically conjugate momenta.

In general, the momenta obtained from two equivalent Lagrangians differ.

Under a canonical transformation, however, the Poisson bracket (1.8.1) and

Hamilton’s canonical equations ofmotion (1.8.2) and (1.8.3) are preserved.

When f is a quantummechanical operator, the counterpart to (1.8.5) is the

Heisenberg equation of motion

_f ¼ 1

i�h f ;H½ � þ @f

@t
; ð1:8:6Þ

in which the commutator bracket now appears instead of the Poisson

bracket. Analogously, the quantum versions of Hamilton’s canonical

equations take the form

i�h _q ¼ ½q;H� ð1:8:7Þ
and

i�h _p ¼ ½p;H�; ð1:8:8Þ
with the fundamental commutator between position and momentum

given by

½q; p� ¼ i�h: ð1:8:9Þ
Application of a quantum canonical transformation leaves the commu-

tation relation (1.8.9) and the operator equations of motion (1.8.7)

and (1.8.8) unchanged. One type of transformation that possesses these
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properties is given by

q0 ¼ eiSqe�iS ð1:8:10Þ
and

p0 ¼ eiSpe�iS; ð1:8:11Þ
where S is an Hermitian operator and is called the generating function of

the transformation. The transformed Hamiltonian is then found from the

starting one by expressing it in terms of the transformed variables. In effect,

this amounts to transforming the original Hamiltonian by the application of

the canonical transformation; that is,

H0 ¼ eiSHe�iS: ð1:8:12Þ
Hence, the multipolar Hamiltonian can be obtained from the minimal-

coupling Hamiltonian via the application of a canonical transformation of

the form (1.8.12) with a suitable choice of the generator S (Power and

Zienau, 1959). It now remains to find the connection between the function f,

whose time derivative when taken and added to a Lagrangian produces

equivalent Lagrangians, and the function S, which when utilized according

to (1.8.12) gives rise to equivalent Hamiltonians.

Beginning with the Lagrangian L, an equivalent Lagrangian L0 is given
by

L0ðq; _q; tÞ ¼ Lðq; _q; tÞþ d

dt
f ðq; tÞ ¼ Lðq; _q; tÞþ @

@q
f ðq; tÞ _qþ @

@t
f ðq; tÞ;
ð1:8:13Þ

where f does not depend on the velocities. The Hamiltonian obtained

from L0 is

H0 ¼ p0 _q�L0; ð1:8:14Þ
with

p0 ¼ @L0

@ _q
¼ @L

@ _q
þ @f ðq; tÞ

@q
; ð1:8:15Þ

since q0 ¼ q:
Employing the identity (Craig and Thirunamachandran, 1998a)

eABe�A¼Bþ A;B½ �þ 1

2!
A; A;B½ �½ �þ 1

3!
A; A; A;B½ �½ �½ �þ ��� ; ð1:8:16Þ
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in which A and B are two noncommuting operators, the transformed

momentum (1.8.11) becomes

p0 ¼pþi S;p½ �þ i2

2!
S; S;p½ �½ �þ ���

¼p��h@S
@q

;

ð1:8:17Þ

where S is taken to be a function of q only, and making use of the

commutation relation

SðqÞ;p½ �¼ i�h@S
@q

; ð1:8:18Þ

which results in only the first two terms of (1.8.17) surviving and all

successive commutator expressions vanishing. From (1.8.15) and (1.8.17),

the relation between the function f and the generator S is easily seen to be

f ¼��hS: ð1:8:19Þ
Recalling (1.6.4), the generator that transformsHmin to give the sameHmult

as that calculated from Lmult when starting with Lmin is therefore

S¼ 1
�h
ð
~p?ð~rÞ�~að~rÞd3~r: ð1:8:20Þ

Because S is a function only of the generalized coordinates, only the

canonically conjugate particle and field momenta are affected by the

canonical transformation. Thus, the former is calculated from

~pmult
ðaÞ ðxÞ¼eiS~pmin

ðaÞ ðxÞe�iS¼~pmin
ðaÞ ðxÞþi½S;~pmin

ðaÞ ðxÞ�þ ��� ; ð1:8:21Þ

on using the identity (1.8.16). Inserting the expression for the electronic

part of the electric polarization field (1.6.6), it can be shown that

~pmult
ðaÞ ðxÞ¼~pmin

ðaÞ ðxÞþe~að~qaðxÞÞ�
ð
~naðx;~rÞ�~bð~rÞd3~r: ð1:8:22Þ

Similarly, the transformed field momentum is

~P
multð~rÞ¼eiS~P

minð~rÞe�iS¼~P
minð~rÞþi½S;~Pminð~rÞ�þ ���

¼~P
minð~rÞþ i

�h
ð
~p?ð~r 0Þ�~að~r 0Þd3~r 0;~Pminð~rÞ

� 	
þ ��� :

ð1:8:23Þ

CANONICAL TRANSFORMATION 45



The commutator bracket is evaluated using the relation (1.7.22), giving

~P
multð~rÞ¼~P

minð~rÞ�~p?ð~rÞ; ð1:8:24Þ
with all subsequent terms in the expansion (1.8.23) vanishing due to the fact

that S commutes with the first commutator.

Substituting for~pmult
a ðxÞ and ~P

multð~rÞ from (1.8.22) and (1.8.24) into the

minimal-coupling Hamiltonian (1.5.11) results in

Hmult ¼
X
x

1

2m

X
a

~paðxÞþ
ð
~naðx;~rÞ �~bð~rÞd3~r

� 
2

þVðxÞ
" #

þ 1

2e0

ð
f½~Pð~rÞþ~p?ð~rÞ�2þ e20c

2ð~r �~að~rÞÞ2gd3~rþ
X
x<x0

Vinterðx; x0Þ;

ð1:8:25Þ
which is identical to the multipolar Hamiltonian (1.7.7) constructed from

the multipolar Lagrangian.

It is straightforward to demonstrate that the time derivatives of the

generalized coordinates are unchanged by the canonical transformation and

are in fact equal to each other in the two formalisms. For this purpose, it is

convenient to use the Heisenberg equation of motion (1.8.7). Thus,

_~q
min

a ðxÞ ¼
1

i�h ~qaðxÞ;Hmin
� � ¼ 1

m
~pmin
a ðxÞþ e~að~qaðxÞÞ

 � ð1:8:26Þ

and

_~q
mult

a ðxÞ ¼
1

i�h ~qaðxÞ;Hmult
� � ¼ 1

m
~pmult
a ðxÞþ

ð
~nðx;~rÞ �~bð~rÞd3~r

� 

:

ð1:8:27Þ
Clearly,

_~q
min

a ðxÞ ¼ _~q
mult

a ðxÞ ð1:8:28Þ
on using (1.8.22). In a similar fashion,

_~a
minð~rÞ ¼ 1

i�h ~að~rÞ;Hmin
� � ¼ e�10

~P
minð~rÞ ð1:8:29Þ

and

_~a
multð~rÞ ¼ 1

i�h ~að~rÞ;Hmult
� � ¼ e�10

~P
multð~rÞþ~p?ð~rÞ

n o
; ð1:8:30Þ
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which with the aid of (1.8.24) prove that

_~a
minð~rÞ ¼ _~a

multð~rÞ: ð1:8:31Þ

Finally, it should be mentioned that the transformation discussed in this

section is more precisely known as a Lagrangian-induced quantum com-

pletely canonical transformation (Power, 1978). This corresponds to a

quantum canonical transformation with time-independent generator S. The

transformation is therefore unitary, and the eigenspectra resulting from the

use of either Hmin or Hmult are identical.

1.9 PERTURBATION THEORY SOLUTION

In Section 1.7, it was shown how the multipolar Hamiltonian in Coulomb

gauge for a system of charged particles in interaction with electromagnetic

radiation could be written as a sum of molecular, radiation field, and

interaction Hamiltonians, as well as including a term involving the square

of the intramolecular transverse polarization field (1.7.11). It now remains

to discuss how such a system of quantummechanical equations is solved in

general.

In the absence of any interaction between radiation and matter, the total

Hamiltonian is simply a sum of molecular and radiation field Hamilto-

nians, HmolþHrad. Such a Hamiltonian is separable, with eigenenergy

being the sum of the molecule and radiation field energies and eigenfunc-

tions being the product states of molecule and radiation field wavefunc-

tions. The quantization of the free electromagnetic field was carried out in

Section 1.4, where an occupation number representation was used to

specify the state of the radiation field, with n quanta of frequencyo having

energy n�ho. Earlier in Section 1.2 it was shown how the application of the

variational calculus to the classical Lagrangian function for a system of

charged particles and the subsequent application of the canonical quanti-

zation prescription led to the familiar quantum mechanical molecular

Hamiltonian Hmol, whose solution using a vast array of quantum chemical

techniques is formally taken to be known, yielding eigenfunctions jEmi
for a molecular state of the system characterized by quantum number m

with eigenenergy Em. The form of the total Hamiltonian for the coupled

matter–field system, be it in the minimal-coupling or multipolar frame-

works (1.5.13) and (1.7.11), respectively, naturally lends itself to a

perturbation theory solution.
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The total quantumelectrodynamicalHamiltonian is divided according to

H ¼ H0þHint; ð1:9:1Þ
where

H0 ¼ HmolþHrad ð1:9:2Þ
constitutes the unperturbed Hamiltonian, with

Hmol ¼
X
x

1

2m

X
a

~p2aðxÞþVðxÞ
( )

ð1:9:3Þ

and

Hrad ¼ 1

2e0

ð
f~P2ð~rÞþ e20c

2ð~r �~að~rÞÞ2gd3~r: ð1:9:4Þ

TheeigenstatesofH0 arewrittenasproduct statesofmolecular and radiation

field eigenfunctions jEx
m; nð~k; lÞi ¼ jEx

mijnð~k; lÞi corresponding to mole-

culex inelectronic state jmiand theelectromagneticfield characterizedbyn

photons ofmode ð~k; lÞ:These orthonormal functions form a basis set that is

employed in the perturbation theory solution. The justification for such a

treatment is thatH0 represents the solution to a known problem, in the case

of (1.9.2) the noninteracting system of molecule(s) and the radiation field.

Further, the coupling of radiation and matter, given by the second term

of (1.9.1), is viewed as a small perturbationon the total system.This is based

on the fact that the particle–field interaction terms are considerably smaller

inmagnitude than thestrengthsofCoulombicfieldspresentwithinanatomic

or molecular system. Except for very intense fields, of the order of

1012 Vm�1, theperturbationapproximationholds true forboth theminimal-

and multipolar-coupling schemes. The interaction Hamiltonians for these

two formalisms are, respectively, given by

Hmin
int ¼

e

m

X
x

X
a

~paðxÞ �~að~qaðxÞÞþ
e2

2m

X
x

X
a

~a2ð~qaðxÞÞþVinter

ð1:9:5Þ
and

Hmult
int ¼ �e�10

Ð
~pð~rÞ �~d?ð~rÞd3~r� Ð ~mð~rÞ �~bð~rÞd3~r

þ 1

2

ð
Oijð~r;~r 0Þbið~rÞbjð~r 0Þd3~r d3~r 0: ð1:9:6Þ
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The expansion of the three terms of (1.9.6) in lowest order multipole

moments was given by equation (1.7.16).

The two most common perturbative approaches for the solution of

equations of the type (1.9.1) differ in their dependence on time. In time-

independent perturbation theory, the equation to be solved is the time-

independent Schr€odinger equation,

ðH0þ lHintÞjii ¼ Eijii; ð1:9:7Þ

for the energy of the perturbed system Ei, which is taken to be nonde-

generate, and its corresponding perturbed state function jii in a power

series expansion in the perturbation operator Hint. This is most frequently

done using the method of Rayleigh and Schr€odinger (Levine, 2000)

for Hamiltonians that do not depend on time and is most useful for

calculating shifts in energy levels of the perturbed system along with its

perturbed wavefunction. The parameter l, which lies between 0 and 1,

ensures the perturbation operator, in the present case the interaction

Hamiltonian, is applied smoothly. Ultimately, l is eliminated by setting

it equal to unity, corresponding to the situation in which the perturbation is

acting fully. When l¼ 0, equation (1.9.7) reduces to the unperturbed

problem, represented by theHamiltonianH0, which satisfies the eigenvalue

equation

H0jið0Þi ¼ E
ð0Þ
i jið0Þi; ð1:9:8Þ

whose eigenfunction jið0Þi and eigenenergyEð0Þi are taken to be known. The

perturbed state and energy are expanded in series of powers of l,

jii ¼ jið0Þiþ ljið1Þi þ l2jið2Þiþ � � � ð1:9:9Þ

and

Ei ¼ E
ð0Þ
i þ lEð1Þi þ lEð2Þi þ � � � ; ð1:9:10Þ

jið1Þi; jið2Þi; . . . and Eð1Þ;Eð2Þ; . . . are successive perturbative corrections to
the state function and energy, respectively, of the perturbed problem.Well-

known formulas result for the perturbed state jii and energy Ei. In terms of

the unperturbed state jið0Þi and energy E
ð0Þ
i , they are

jii ¼ jið0Þi þ
X

jð0Þ 6¼ið0Þ

hjð0ÞjHintjið0Þi
E
ð0Þ
i �Eð0Þj

jjð0Þi þ � � � ð1:9:11Þ
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and

Ei ¼ E
ð0Þ
i þhið0ÞjHintjið0Þi þ

X
jð0Þ 6¼ið0Þ

hið0ÞjHintjjð0Þihjð0ÞjHintjið0Þi
E
ð0Þ
i �Eð0Þj

þ � � � :

ð1:9:12Þ

In the term corresponding to the first-order correction to the wavefunction

and to the second-order correction to the energy, the sum is executed over

all unperturbed states except jið0Þi.
When the interaction Hamiltonian or the total Hamiltonian is time

dependent, the dynamics involves the time evolution of the stationary

states of the unperturbed system, which can nowmake transitions from one

state to another under the influence of the perturbation. The dynamics is

governed by the time-dependent Schr€odinger equation

i�h @

@t
jYðtÞi ¼ HjYðtÞi; ð1:9:13Þ

in which the states jY(t)i are explicitly time dependent. This is character-

istic of the Schr€odinger picture of quantum mechanics. It is convenient to

view the time variation of the state function jY(t)i as due to the action of a
transformation operator U(t) on a fixed state of the system at some initial

time t0,

jYðtÞi ¼ UðtÞjYðt0Þi: ð1:9:14Þ

U(t) is more commonly called the time evolution operator, and it is unitary

so that the normalization properties associated with jY(t)i are retained for
all t. Substituting (1.9.14) into (1.9.13) shows that U(t) satisfies the

equation of motion

i�h @

@t
UðtÞ ¼ HUðtÞ; ð1:9:15Þ

whose formal solution is simply

UðtÞ ¼ e�iHðt�t0Þ=
�h; ð1:9:16Þ

when subject to the initial condition U(t0)¼ 1, enabling jY(t)i to be

evaluated at any time via (1.9.14).

In the standard treatment of time-dependent perturbation theory,

all system states are written in terms of the eigenfunctions |ii of the
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unperturbedHamiltonianH0 with energyEi ,H0jii ¼ Eijii; alongwith their
time-dependent factors, as in

jYðtÞi ¼
X
i

aiðtÞe�iEit=
�hjii; ð1:9:17Þ

and the problem amounts to determining the time-dependent coefficients

aiðtÞ from which state-to-state transition probabilities may be calculated.

This is known as Dirac’s variation of constants method. Equivalent results

for the time evolution may be obtained in terms of the operator U(t)

introduced above (Ziman, 1969). Further calculational advantages ensue,

however, if the time factor is removed from each basis state and absorbed

into the operator itself, so that using (1.9.7)

jYðtÞi ¼ e�iH0ðt�t0Þ=�hUIðt; t0ÞjYðt0Þi: ð1:9:18Þ
The perturbation operator becomes

HI
intðtÞ ¼ eiH0ðt�t0Þ=�hHinte

�iH0ðt�t0Þ=�h: ð1:9:19Þ

Both the states and the operators are time dependent, and the focus is on the

effect of the perturbation on the system. This representation lies in between

the Schr€odinger picture and the Heisenberg formalism. Recall that in

the latter viewpoint, the dynamical variables are all time dependent and

the states are time independent. The new picture symbolized by equa-

tions (1.9.18) and (1.9.19) is called the interaction representation or the

Dirac representation, as indicated by the additional label I. Hence,

UIðt; t0Þ is the interaction picture time-evolution operator. It satisfies the

operator equation of motion

i�h @

@t
UIðt; t0Þ ¼ HI

intðtÞUIðt; t0Þ ð1:9:20Þ

on using (1.9.18) and (1.9.19) in the time-dependent Schr€odinger
equation (1.9.13).

Continuing in the interaction representation, but now dropping the

symbol I, the state function at time t is given by

jYðtÞi ¼ Uðt; t0ÞjYðt0Þi: ð1:9:21Þ
IfHint is time independent, then analogously to (1.9.16), the formal solution

to (1.9.20) is

Uðt; t0Þ ¼ e�iHintðt�t0Þ=�h: ð1:9:22Þ
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On the other hand, if Hint ¼ HintðtÞ, but is taken to be a c-number, the

differential equation (1.9.20) can be integrated to give for the time-

evolution operator the solution

Uðt; t0Þ ¼ exp � i
�h
ðt
t0

Hintðt0Þdt0
8<
:

9=
;: ð1:9:23Þ

This form ofUðt; t0Þ; however, cannot be used in the quantum theory, since

Hint is an operator and does not, in general, commute with itself at two

different times t1 and t2. A formal series solution for Uðt; t0Þ may be

constructed for application in quantum mechanical problems when Hint is

an operator. This is accomplished by integrating (1.9.20) with respect to

time, subject to the initial condition

Uðt0; t0Þ ¼ 1; ð1:9:24Þ
to give

Uðt; t0Þ ¼ 1þ 1

i�h
ðt
t0

dt1 Hintðt1ÞUðt1; t0Þ: ð1:9:25Þ

The right-hand side of (1.9.25) is reinserted as an expression for Uðt1; t0Þ
under the integral sign and successively iterated in this way, eventually

leading to a power series for Uðt; t0Þ in terms of Hint. Thus,

Uðt;t0Þ¼1þ
X1
n¼1

1

i�h
� �nðt

t0

dt1

ðt1
t0

dt2 ...

ðtn�1
t0

dtnHintðt1Þ...HintðtnÞ: ð1:9:26Þ

The time ordering of the operators is explicit and the series result (1.9.26) is

exact. In applying perturbation theory, the central problem is to compute

successive terms, and if at all possible, the series sum.

It is now a simple matter to use (1.9.26) to calculate the probability

amplitude of finding the system in the final state jf i at time t as a result

of a perturbationHint, which began to act at a time t0 when the systemwas in

the initial state |ii. The matrix elements of the time evolution operator are

hf jUðt; t0Þjii ¼ dif�
X
x

MfiðxÞ ½e
iðEf�EiÞðt�t0Þ=�h�1�

Ef�Ei

; ð1:9:27Þ

where the matrix element for the process is denoted by Mfi. Clearly, there

is no probability of finding the system in state jf i in zeroth order of Hint
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because the initial and final states are orthogonal to one another. In powers of

the perturbation operator, the matrix element is expanded as

Mfi¼h f jHintjiiþ
X
I

h f jHintjIihIjHintjii
ðEi�EIÞ þ

X
I; II

h f jHintjIIihIIjHintjIihIjHintjii
ðEi�EIÞðEi�EIIÞ

þ
X
I;II;III

hf jHintjIIIihIIIjHintjIIihIIjHintjIihIjHintjii
ðEi�EIÞðEi�EIIÞðEi�EIIIÞ þ ��� ;

ð1:9:28Þ
where as before summation is carried out over all intermediate states that

connect initial to final excluding the system states jii and jfi.
Ignoring the Kronecker delta term of (1.9.27), the time-dependent

probability of finding the system in the final state is

Pf iðtÞ¼jhf jUðt;t0Þjiij2¼
X
x

4jMfiðxÞj2 sin
2ofiðt�t0Þ=2
�h2o2

fi

; ð1:9:29Þ

where energy is conserved subject to

�hofi¼ðEf�EiÞ: ð1:9:30Þ

In atomic andmolecular systems, transitions can occur between discrete

bound states that form part of an energy manifold. If the final state belongs

to a continuum of levels centered at some frequency o with range Do, the
total probability PtotðtÞ is a sum of all individual probabilities,

PtotðtÞ ¼
X
f

Pf iðtÞ; ð1:9:31Þ

with Pf iðtÞ given by (1.9.29). This picture of a transition from a discrete

state to a continuum of levels holds if each transition is taken to be

independent of every other one. This is true for small t� t0. Thus,

PtotðtÞ ¼
X
x

2p
�h jMfiðxÞj2ðt�t0Þrf ; ð1:9:32Þ

where rf is the density of final states, namely, the number of levels per unit

energy, dnf=dEf . Taking the time derivative of (1.9.32) leads to the familiar

Fermi golden rule transition rate expression

G ¼ d

dt
PtotðtÞ ¼

X
x

2p
�h jMfiðxÞj2rf : ð1:9:33Þ
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The evaluation of level shifts and spectroscopic rates using the

perturbative expansions (1.9.12) and (1.9.28) is greatly facilitated by

the introduction of diagrammatic techniques, the most well known being

the time-ordered graphs of Feynman (Feynman, 1948, 1949a, 1949b;

Mattuck, 1976). These diagrams have the additional advantage of yielding

further valuable insight into the underlying physical process by providing a

visual representation of individual electron–photon interactions in time-

ordered sequences of emission and absorption events. For a process

involving the interaction of n photons, the leading contribution to the

quantum amplitude is given by the nth-order term inHint when the coupling

between radiation andmatter is linear in the electric andmagnetic fields, as

is the case for the electric andmagneticmultipolar series. At a specific order

in perturbation theory, the summation over all intermediate states that link

the same initial and final states jii and j f i amounts to the drawing of all

possible topologically distinct time orderings of photon creation and

destruction operations. Therefore, an individual time-ordered diagram is

isomorphic to one term in the time-dependent perturbation theory sum of

the probability amplitude for a given nth-order process.

Feynman diagrams have proved to be extremely versatile in depicting,

and beneficial in computing, electron–photon interactions occurring in

elementary particle physics, many-body perturbation theory, atomic, mo-

lecular, and optical physics, and theoretical chemistry, though originally

developed to be applied in quantum electrodynamics. Soon after

their initial deployment, Dyson (1949) immediately recognized the

power of the newly proposed visual representation, remarking that

“In Feynman’s theory the graph corresponding to a particular matrix

element is regarded, not merely as an aid to calculation, but as a picture

of the physical process which gives rise to thatmatrix element.” As such, an

adapted version of Feynman’s originally proposed diagrammatic technique

aids in the calculation of matrix elements within nonrelativistic theory.

Numerous radiation–molecule and molecule–molecule interactions have

been calculated and understood at a fundamental level, through the employ-

ment of time-dependent perturbation theory together with time-ordered

diagrams.

There are, however, a number of drawbacks associated with this

particular pictorial representation. Chief among them is that for higher

order processes, for example, those involving emission/absorption of a

significant number of real and/or virtual photons at either single and/or

multiple molecular centers, the number of possible time orderings describ-

ing evolution from the same initial to final state for a specific process can

very quickly grow in number.Obviously, this limits the actual drawing of all
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contributory diagrams required in the perturbation theory summation over

all possible intermediate states to ensure that the resulting amplitude or

energy shift correctly accounts for all terms. Illustration of a process by one

graph on its own or by a finite subset of the total number of time orderings

therefore provides an incomplete picture and is devoid of physicalmeaning.

A further deficiency is that common features associated with distinct

processes are not brought to the fore in the time-ordering approach. To

overcome some of these shortcomings, a new visual representation of

laser–matter and intermolecular interactions—a state sequence diagram—

has recently been formulated. A summary of the principles underlying their

formal construction is given in the next section.

1.10 STATE SEQUENCE DIAGRAMS

An alternative visual representation to time-ordered diagrams has been

developed in which one picture, termed a state sequence diagram, is

employed to illustrate and aid in the calculation of a specific laser–molecule

or intermolecular process (Jenkins et al., 2002).Drawing of these latter type

of diagrams is made possible by transforming the representation of

photon–matter couplings in hyperspace, whose dimension is determined

by the particular process under investigation, to a coordinate network

existing in one plane; application of linkage rules allows valid connections

to be forged between initial, intermediate, and final states in a systematic

manner without explicit reference to individual photon emission and/or

absorption events. The treatment given is general enough to enable both

unique and indistinguishable electron–photon interactions to be examined

in one formalism, thereby accommodating the effects of possible photon

degeneracy.

The first step in the construction of a state sequence diagram

involves initial identification of the total number of electron–photon

interactions, n, occurring in some process. This quantifies the hyperspace

dimension of the interacting system. Next, an index is assigned to each

photon interaction. This labeling conceals any physical significance asso-

ciated with photon creation and annihilation, with the procedure to be

followed in the drawing of network planes and state sequence diagrams

essentially involving index manipulation. Next, an orthonormal basis

set that spans the n-space is introduced by representing each index by a

vector~ii,

I ¼ fc1~i1; c2~i2; . . . ; cn~ing; ð1:10:1Þ
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where the coefficient ci of the ith vector denotes the photon multiplicity.

Clearly, Xj
i¼1

ci ¼ n; ð1:10:2Þ

where the sum is executed over the number of distinct indices, j. Also

evident is that when each of the photonic events is unique, n¼ j and all of

the vector coefficients are unity.Whenmore than one photon of a particular

mode is emitted or absorbed, however, the particular coefficient will no

longer be one so that j 6¼ n, but since n is fixed in value, n� j indices will

have vanishing coefficients and are therefore superfluous; hence, no

vector representation is necessary in this case. Thus, the truncated set of

vectors I ¼ fc1~i1; . . . ; cj~ijg represents a subspace of dimension j in the full

n-dimensional hyperspace, with the coefficients arranged subject to

cj � cj�1 � � � � � c1 � 1: ð1:10:3Þ
The initial, final, and intermediate states for a process are then denoted by

points in the hyperspace through generation of coordinates (C1,C2, . . ., Cj)

from the vectors (1.10.1). The scalars Cj take on values Cj¼ 0, 1, . . ., cj to
accommodate the possible sequencing of I. Because the initial and final

states are well defined, they correspond to fixed points on the planar

interaction network. The intermediate states, on the other hand, in general

require sequence ordering. Taken together, a two-dimensional array of

points results, their joining indicating an allowed ordering of photon

creation and destruction events.

The points occurring in the interaction plane are designated by the

coordinates (k, h). Those points lying on the vertical axis are termed

hyperspace numbers h and are obtained as follows. From the vector

coefficient with the highest value is found the numerical base of the space,

B, through the relation

B ¼ cj þ 1: ð1:10:4Þ
The numbers h are found by first converting the hyperspace coordinates to

base B and subsequent re-expression in base 10, namely,

ðC1;C2; . . . ;CjÞ ! C1C2 . . .CjjB 	 hyperspace numberj10 ¼ h:

ð1:10:5Þ
Meanwhile, the points lying on the horizontal axis, k, are found from

k ¼
Xj
i¼1

Ci; ð1:10:6Þ
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with k¼ 0, 1, . . ., n comprising n þ 1 subsets of the complete set of {(k, h)}

points. Each subset is composed of m elements denoted by the vertex rmk
with the values of m restricted to

m ¼ 1; . . . ; jrkj; ð1:10:7Þ
from which k can be construed as accounting for the number of steps

between point rmk and the point representing the initial state jii. Because jii
represents the state of the system before any interaction has occurred, its

network coordinate is taken to be the origin (0, 0), since k¼ 0 and Ci¼ 0,

and can also be denoted by r10. In the interaction plane, the coordinate of

the final state is denoted by (n, hf) or r
1
n since k takes on its maximum value

of n. The hyperspace number for f, hf, corresponds to the situation in which

the number of components for eachmember of the set I is amaximumand is

obtained from

ðc1; c2; . . . ; cjÞ! c1c2 . . . cjjB¼cj þ 1 	 hf j10: ð1:10:8Þ
Finally, rules that connect two points in the interaction plane must be

formulated, fromwhich all allowed paths between the jii and jfi termini can

be constructed so that the state sequence diagram can ultimately be

sketched. For any two vertices rmk and rm
0

k0 mapping coordinates

ðC1;C2; . . . ;CiÞ to ðC01;C02; . . . ;C0iÞ
Xj
i¼1
jC0i�Cij ¼ 1; ð1:10:9Þ

which together with equation (1.10.6) results in the linkage rule

k0 ¼ k � 1: ð1:10:10Þ
The total number of paths P permitted between jii and jf i is given by

P ¼ n!Q
iðci!Þ

ð1:10:11Þ

and represents permutations of interaction indices. Application of this

procedure enables the construction of an interaction plane network that

serves as a template for the eventual state sequence depiction of all

processes of order n involving distinguishable electron–photon coupling

events. The number of permutations calculated from (1.10.11) is equal to

the number of possible time-ordered sequences of photon absorption and

emission events as drawn in separate time-ordered diagrams when a

particular process is considered. Hence, it is apparent that the advantage

offered by the state sequence approach lies in the information embodied by
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the interaction plane network and that one state sequence diagram contains

all time orderings.

It proves useful to introduce additional properties associated with the

interactionvertices to further aid the drawing and understanding of network

planes. One of these is the structure coefficient, defined by

FTn; j
k ¼ jrkj: ð1:10:12Þ

To aid in the arrangement of vertex sets and to specify the value of m, a

partition function F is introduced through

F ¼ fc1; . . . ; cjg; ð1:10:13Þ
which relates the basis set I (1.10.1) to the structure coefficients. For the

specific case in which all of the photon creation and destruction events are

distinguishable, namely, all of the indices~ij are unique, F ¼ f1; . . . ; 1g,
and n¼ j, the values of the structure coefficients (1.10.12) are the binomial

coefficients,

f1;...;1gTn;n
k ¼

n

k

� �
¼ n!

ðn�kÞ!k! ; 0 
 k 
 n;

0; k < 0; k > n:

8><
>: ð1:10:14Þ

Hence, a process containing n distinct photonic events will give rise to an

interaction plane network and an eventual state sequence diagram parti-

tioned with coefficients generated by the nth row of Pascal’s triangle.

Furthermore, knowledge of the structure coefficient (1.10.12) for a given

value of k enables the structure of an interaction network plane to be

predicted via the recursion relation

fc1;...; cjgTn; j
k ¼

Xk
k0¼k�cj

fc1;...;cj 0gTn0; j0
k0 ; ð1:10:15Þ

where n0 ¼ n�cj and j0 ¼ j�1. Iteration of (1.10.15) creates partitions that
contain n-space coefficients greater than unity, enabling degenerate

photons also to be treated. Successive application decreases the value of

the coefficient, finally bottoming out atF ¼ f1; . . . ; 1g or the null set, in the
process reducing to the result (1.10.14). For the case when Cj> 1, the

partition function (1.10.13) can be expressed as

F ¼ fc1; . . . ; cu; . . . cjg; ð1:10:16Þ
after the introduction of an index u, with cj � � � � � cu > 1, and so

describes degenerate cases where n> j. All structure coefficients can
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therefore be expressed through nested sums of binomial coefficients,

fc1;...;cu;...cjgTn; j
k ¼

Xk
k1¼k�cj

Xk1
k2¼k1�cj�1

� � �
Xkj�u

kj�uþ 1¼kj�u�cu

u�1
kj�uþ 1

� �
:

ð1:10:17Þ
Formal application of the prescription presented herein to enable drawing

of state sequence diagrams for a variety of intermolecular interactions will

be undertaken in the chapters to follow as appropriate; these will be

compared and contrasted with the commonly used Feynman diagram

approach. State sequence diagrams have been employed with success to

processes such as second harmonic generation, six-wave mixing, two-

photon distributed absorption, energy transfer and pooling in two-, three-,

and four-center systems, and laser-induced intermolecular forces.
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CHAPTER 2

MOLECULAR QUANTUM
ELECTRODYNAMICS: FIELD
THEORETIC TREATMENT

. . . the natural formulation of the quantum theory of electrons is obtained by

simultaneously conceiving radiation and matter as waves in interaction in

three dimensional space. . .
—P. Jordan, Z. Phys. 44, 473 (1927).

2.1 INTRODUCTION

Two common formulations and representations of quantum mechanics are

the Schr€odinger and Heisenberg pictures (Dirac, 1958). In the former

description, the time evolution of the system is determined by the time-

dependent Schr€odinger equation. It has the characteristic feature that

the state vector of the system changes with time while the operators are

time independent. In the Heisenberg point of view, on the other hand, the

dynamical variables correspond to moving operators and the states to fixed

vectors. Now the dynamics is dictated by the Heisenberg equations of

motion for the dynamical variables. The two pictures are related by the

transformation theory, in which a unitary transformation is applied to both

the state vectors and the linear operators. This ensures that the expectation

Molecular Quantum Electrodynamics, by Akbar Salam
Copyright � 2010 John Wiley & Sons, Inc.
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value of an observable quantity is identical in either representation. Clearly,

at the initial time, the Schr€odinger and Heisenberg picture operators are the
same. Because the Heisenberg equation of motion for an operator is the

quantum mechanical analogue of the classical mechanical equation defin-

ing the time variation of a dynamical variable subject to Hamilton’s

principle, Heisenberg’s formulation is often beneficial in that it enables

various aspects of classical mechanics to be easily converted to quantum

theory. Hence, for many applications, adoption of the Heisenberg picture

offers calculational advantages as well as additional physical insight, even

though the Schr€odinger picture is the more commonly chosen viewpoint

that typically leads to simpler equations to be solved. As a result, quantum

electrodynamics can be developed and applied according to either

viewpoint.

Formulation of the theory in theHeisenberg picture ismost easily carried

out using the techniques of second quantization on adopting a field theoretic

point of view, in which electron and photon fields interact. While a well-

defined classical limit exists for the quantized electromagnetic field, no

such limit exists for the quantized electron wavefield. Picturing matter and

radiation as fields is, however, entirely equivalent to a many-body descrip-

tion of a system of electrons interacting with the photons of the radiation

field, bringing to the fore the complementary nature of thewave and particle

points of view. Even though electron–positron pair production can be

treated easily using the formalism of second quantization, such an effect

does not occur for the systems to be examined in what follows. Hence, the

fermion operator simply causes a change in the excitation energy level of

a bound electron.

In Section 2.2, the second quantized minimal-coupling Hamiltonian is

derived from the Lagrangian for the interacting electron and photon

wavefields by following the standard canonical quantization procedure.

It is then shown how Lmin may be transformed to Lmult by changing the

generalized coordinate of the electron wavefield, from which the second

quantized multipolar Hamiltonian then results. Section 2.3 demonstrates

how application of a canonical transformation on Hmin yields Hmult. Exact

expressions are obtained in Section 2.4 for the time-dependent vector

potential and Maxwell fields within the electric dipole approximation.

Comparison and contrast are made between minimal- and multipolar-

coupling radiation fields in Section 2.5. In the following section, the electric

displacement and magnetic field operators linear and quadratic in the

electric dipolemoment are computed. It is found that for many applications

it is necessary to go beyond the first-order fields. Similarly, a number of

problems require, for their solution, knowledge of the higher multipole
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moment Maxwell fields. Sections 2.7 and 2.8 contain expressions for the

Maxwell field dependent upon magnetic dipole, electric quadrupole, and

diamagnetic couplings. In the final two sections of this chapter, observables

associated with the radiation fields are calculated. These include the

electromagnetic energy density in the vicinity of a source and the Poynting

vector.

2.2 NONRELATIVISTIC QUANTUM FIELD THEORY

In Chapter 1, the key steps were given for obtaining the quantum electro-

dynamical Hamiltonian operator in either the minimal-coupling or multi-

polar form for a charged particle interacting with a radiation field starting

from the classical minimal-coupling Lagrangian function. In this section,

a detailed presentation is given of the alternative field theoretic approach

in which both matter and radiation are considered as wavefields, leading

ultimately to the multipolar Hamiltonian in second quantized form.

If the electron is viewed as wavelike, the Lagrangian for the situation in

which no radiation field is present, and self-interaction energy terms are

neglected, gives rise to the Schr€odinger equation and its complex conjugate

when the Euler–Lagrange equations are applied to the electron wavefields

cð~qÞ and �cð~qÞ (Schiff, 1955). It was shown in Section 1.5 that to correctly

include theeffectsof electromagnetic radiation, and its subsequent interaction

with matter, the principle of minimal electromagnetic coupling could be

invoked, that is, to simply substitute �i�h~rð~qÞ (the gradient form of the

momentumoperator)by�i�h~rð~qÞ þ e~a?ð~qÞ. Includingnowtheself-interaction

energy, as well as the external potential Vð~qÞ, the minimal-coupling Lagran-

gian for the system is written as (Power and Thirunamachandran, 1983a)

Lminð~a?;c; �c; _~a? ; _c; _�cÞ ¼
ð
Lmin dt

¼ �
ð
�cð~qÞ 1

2m

��i�h~rð~qÞ þ e~a?ð~qÞ�2þVð~qÞ
(

þ e2

8pe0

ð �cð~q0Þcð~q0Þ
j~q�~q0j d3~q0

)
cð~qÞd3~q

þ i
�h
2

ð�
�cð~qÞ _cð~qÞ� _�cð~qÞcð~qÞ�d3~qþe0

2

ð�
_~a
?2ð~rÞ�c2ð~r�~að~rÞÞ2�d3~r;

ð2:2:1Þ
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whereLmin is the Lagrangian density and dt is the complete volume element.

It may be verified that Lmin leads to the correct equations ofmotion. Effecting

variation of the electron wavefield cð~qÞ, using the Euler–Lagrange equation
@

@t

@Lmin

@ _�c
þ @

@xj

@Lmin

@ð@�c=@xjÞ
�@Lmin

@�c
¼0; ð2:2:2Þ

produces

i�h _cð~qÞ¼ 1

2m

��i�h~rð~qÞþe~a?ð~qÞ�2þVð~qÞþ e2

4pe0

ð �cð~q0Þcð~q0Þ
j~q�~q0j d3~q0

� �
cð~qÞ;

ð2:2:3Þ
which is the Schr€odinger equation for an electron coupled to a radiation field.
Onmakinguseofequation(1.4.18) tocarryout thevariationwithrespect to the

coordinatevariable of the electromagnetic field, namely, the transversevector

potential yields, after eliminating thevector potential and its timederivative in

terms of the magnetic field and the electric field, respectively,

~r�~bð~rÞ¼ 1

c2
@~e?ð~rÞ
@t

þ 1

e0c2
~j
?ð~rÞ; ð2:2:4Þ

which is the transverse component of the fourth Maxwell equation (1.3.31).

The transverse current is expressed as

j?i ð~rÞ¼�e
ð
�cð~qÞ��i�h~rð~qÞþe~a?ð~qÞ�

j
d?ij ð~r�~qÞcð~qÞd3~q; ð2:2:5Þ

where d?ij ð~r�~qÞ is the transverse delta function dyadic (Belinfante, 1946). By
following the procedure for constructing the dynamics in canonical form, the

minimal-coupling Hamiltonian may be obtained from the minimal-coupling

Lagrangian(2.2.1)byfirstcalculatingthefieldscanonicallyconjugatetocð~qÞ,
�cð~qÞ, and~a?ð~qÞ. These are

Pminð~qÞ¼ @Lmin

@ _cð~qÞ¼
i�h
2
�cð~qÞ; ð2:2:6Þ

�Pminð~qÞ¼ @Lmin

@ _�cð~qÞ
¼� i

�h
2
cð~qÞ; ð2:2:7Þ

and

pmin
i ð~rÞ¼

@Lmin

@ _a?i ð~rÞ
¼ e0 _a?i ð~rÞ¼�e0e?i ð~rÞ: ð2:2:8Þ
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Note that because the equations ofmotion for the electron fields are first order

in time, the canonical conjugatesPminð~qÞ and �Pminð~qÞ are proportional to the
Hermitian conjugates of the wavefields �cð~qÞ and cð~qÞ. As found in the

treatment for a charged particle, the momentum conjugate to the vector

potential~pminð~rÞ is equal to �e0~e?ð~rÞ. The minimal-coupling Hamiltonian

is then calculated in the usual manner via

Hmin¼
ð
Pminð~qÞ _cð~qÞd3~qþ

ð
�Pminð~qÞ _�cð~qÞd3~q

þ
ð
~pminð~rÞ� _~a?ð~rÞd3~r�Lmin

¼
ð
�cð~qÞ 1

2m

��i�h~rð~qÞþe~a?ð~qÞ�2þVð~qÞ
(

þ e2

8pe0

ð �cð~q0Þcð~q0Þ
j~q�~q0j d3~q0

)
cð~qÞd3~q

þ 1

2e0

ð�
~p2ð~rÞþe20c2ð~r�~að~rÞÞ2

�
d3~r; ð2:2:9Þ

onusingthelast threerelationsandLagrangian(2.2.1).It isusualtodecompose

theHamiltonian into a sumofmolecular, radiationfield, and interaction terms

as follows:

Hmin¼Hmin
molþHmin

rad þHmin
int ; ð2:2:10Þ

where

Hmin
mol ¼

ð
�cð~qÞ �

�h2
2m

�
~rð~qÞ	2þVð~qÞþ e2

8pe0

ð �cð~q0Þcð~q0Þ
j~q�~q0j d3~q0

� �
cð~qÞd3~q;

ð2:2:11Þ

Hmin
rad ¼

1

2e0

ð�
~p2ð~rÞþe20c2ð~r�~að~rÞÞ2

�
d3~r¼ e0

2

ð�
~e?2ð~rÞþc2~b2ð~rÞ�d3~r;

ð2:2:12Þ
and

Hmin
int ¼

e

m

ð
�cð~qÞ��i�h~rð~qÞ �~a?ð~qÞ�cð~qÞd3~qþ e2

2m

ð
�cð~qÞ~a?2ð~qÞcð~qÞd3~q:

ð2:2:13Þ
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Notethatnointerparticle interactiontermsappear inequation(2.2.10)because

the treatmentpresentedthus far in this section isapplicable toasingleelectron.

The extension to many charges will be presented in Section 2.3.

The quantum mechanical version of minimal-coupling Hamiltonian

(2.2.10) is obtained by promoting the canonical variables to quantum

operators. The appropriate pairs satisfy the equal-time anticommutation or

commutation relations

½cð~qÞ; �cð~q0Þ�þ ¼ dð~q�~q0Þ; ð2:2:14Þ

½a?i ð~rÞ; pjð~r0Þ�� ¼ i�hd?ij ð~r�~r0Þ: ð2:2:15Þ
Note that two other useful commutation relations ensue from (2.2.15) on

using (2.2.8) and~b ¼ ~r�~að~rÞ; respectively. They are

½a?i ð~rÞ; e?j ð~r 0Þ�� ¼ �
i�h
e0
d?ij ð~r�~r 0Þ ð2:2:16Þ

and

½e?i ð~rÞ; bjð~r 0Þ�� ¼
i�h
e0
eijk~rð~r

0Þ
k dð~r�~r 0Þ; ð2:2:17Þ

where eijk is the Levi-Civita alternating tensor, and the gradient acts on

variable~r 0.
It was shown in Section 1.6 that by adding a total time derivative of a

function of the coordinates of a particle and the time to the minimal-

coupling Lagrangian, Lmin could be converted to Lmult, from which Hmult

could be constructed directly. A number of advantages were given for the

use of the multipolar formalism in studying radiation–molecule and

molecule–molecule processes, especially those associated with Hmult
int . For

interacting electron and Maxwell fields, the Lagrangian functions in the

two frameworks are also related, but this time by a change in the generalized

coordinate of the electron field, which is transformed through the relation

cð~qÞ ¼ e�iSð~qÞfð~qÞ; ð2:2:18Þ
where

Sð~qÞ ¼ 1
�h
ð
~pð~r;~qÞ �~a?ð~rÞd3~r: ð2:2:19Þ

The coordinate describing the electromagnetic field, the transverse vector

potential~a?ð~rÞ, however, remains unchanged. In equation (2.2.19),~pð~r;~qÞ
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is the electric polarization field of a single bound electron, expressed in the

form of a parametric integral and implicitly containing the complete

electric multipole series. It is given by

~pð~r;~qÞ ¼ �eð~q�~RÞ
ð1
0

d ~r�~R�lð~q�~RÞ� 	
dl: ð2:2:20Þ

If the first term in the expansion of~pð~r;~qÞ is retained, for instance, giving
the electric dipole polarization field �eð~q�~RÞdð~r�~RÞ, the electric dipole
approximated multipolar Lagrangian and Hamiltonian result. This approx-

imation corresponds to the neglect of any spatial variation of the vector

potential over the extent of the species. When the first spatial derivative

of~a?ð~rÞ is included along with the electric quadrupole polarization field,

three new interaction terms appear after the electric dipole coupling term in

the multipolar Hamiltonian. They are the magnetic dipole, electric quad-

rupole, and lowest order diamagnetic interactions. Inwhat follows, the total

electric polarization field (2.2.20) is used.

By effecting (2.2.18), the minimal-coupling Lagrangian transforms to

Lmin

�
~a?;c; �c; _~a

?
; _c; _�c

	 ¼ Lmin ~a?; eiSf; �fe�iS; _~a
?
;
d

dt
ðeiSfÞ; d

dt
ð�fe�iSÞ

 !

¼ Lmult

�
~a?;f; �f; _~a

?
; _f; _�f

	
; ð2:2:21Þ

with Lmult for the complete multipolar series given explicitly by

Lmult ¼
ð
Lmultdt

¼�
ð
�fð~qÞ

�
1

2m

��i�h~rð~qÞ þe~a?ð~qÞþ�h~rð~qÞSð~qÞ�2þVð~qÞ

þ e2

8pe0

ð �fð~q0Þfð~q0Þ
j~q�~q0j d3~q0

�
fð~qÞd3~q

þ i�h
2

ð
½�fð~qÞ _fð~qÞ� _�fð~qÞfð~qÞ�d3~qþ e0

2

ð �
_~a
?2ð~rÞ�c2ð~r�~að~rÞÞ2�d3~r

�
ð ð

�fð~qÞ~pð~r;~qÞ � _~a?ð~rÞfð~qÞd3~r d3~q: ð2:2:22Þ
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It is convenient for later use to replace the last two terms occurring within

square brackets of the first term in equation (2.2.22) by the identity

e~a?ð~qÞþ�h~rð~qÞSð~qÞ ¼ e~a?ð~qÞþ~rð~qÞ
ð
~pð~r;~qÞ �~a?ð~rÞd3~r

¼
ð
~nð~r;~qÞ�~bð~rÞd3~r; ð2:2:23Þ

where

~nð~r;~qÞ ¼�eð~q�~RÞ
ð1
0

ldð~r�~R�lð~q�~RÞÞdl ð2:2:24Þ

is a polarization field that differs from the electric polarization field (2.2.20)

by a multiple of l.
The equations of motion for the generalized coordinates of the multi-

polar Lagrangian density follow from equations (2.2.22) and (2.2.23).

Using these equations in the analogue of equation (2.2.2), it is found that

for the electron wavefield �fð~qÞ, the Euler–Lagrange equation
@
@t

@Lmult

@ _�f
þ @

@xj
@Lmult

@ð@�f=@xjÞ �
@Lmult

@�f ¼ 0 produces

i�h _fð~qÞ ¼

�
�h2
2m
ð~rð~qÞÞ2þVð~qÞþ e2

4pe0

ð �fð~q0Þfð~q0Þ
j~q�~q0j d3~q0

�
ð
~pð~r;~qÞ �~e?ð~rÞd3~r

�
ð
~mð~r;~qÞ �~bð~rÞd3~rþ 1

2m

ð
~nð~r;~qÞ �~bð~rÞd3~r


 �2

8>>>>>>>>><
>>>>>>>>>:

9>>>>>>>>>=
>>>>>>>>>;
fð~qÞ:

ð2:2:25Þ
Note the appearance in (2.2.25) of the symmetrized magnetization field
~mð~r;~qÞ, defined by

~mð~r;~qÞ ¼ 1

2m
~nð~r;~qÞ � �i�h~rð~qÞ þ

ð
~nð~r 0;~qÞ �~bð~r 0Þd3~r 0

� � �

� 1

2m
�i�h~rð~qÞ þ

ð
~nð~r 0;~qÞ �~bð~r 0Þd3~r 0

� 
�~nð~r;~qÞ

� �
:

ð2:2:26Þ
The first terms in the expansion of each of the fields ~mð~r;~qÞ and~nð~r;~qÞ are

~mð~r;~qÞ ¼ � e

2m
ð~q�~RÞ � ��i�h~rð~qÞ	dð~r�~RÞ ð2:2:27Þ
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and

~nð~r;~qÞ ¼ � e

2
ð~q�~RÞdð~r�~RÞ; ð2:2:28Þ

which lead to the recognizable magnetic dipole and lowest order diamag-

netic interaction terms in (2.2.25), respectively,

e

2m
ð~q�~RÞ � �i�h~rð~qÞ
h i

�~bð~RÞ ð2:2:29Þ
and

e2

8m

�ð~q�~RÞ �~bð~RÞ�2: ð2:2:30Þ
Variation of the multipolar Lagrangian density (2.2.22) with respect to the

vector potential gives contributions

@

@t

@Lmult

@ _ai
¼ e0€a?i ð~rÞ�

d

dt

ð
�fð~qÞp?i ð~r;~qÞfð~qÞd3~q ð2:2:31Þ

and

@

@xj

@Lmult

@ð@ai=@xjÞ�
@Lmult

@ai

¼ �c2e0½~r� ~r�~að~rÞ�iþ
1

2m
eilmejkm

ð
�fð~qÞ

�
�i�h~rð~qÞj þ

ð
½~nð~r 0;~qÞ �~bð~r 0Þ�j d3~r 0

� 
~rlnkð~r;~qÞ

þ ~rlnkð~r;~qÞ �i�h~rð~qÞj þ
ð
½~nð~r0;~qÞ �~bð~r 0Þ�j d3~r 0

� 
8>><
>>:

9>>=
>>;fð~qÞd3~q:

ð2:2:32Þ
On using the definition for ~mð~r;~qÞ given by equation (2.2.26), the equation
ofmotion for the photon field obtained from the sumof expressions (2.2.31)

and (2.2.32) can be written as

c2e0~r� ~bð~rÞ� 1

c2e0

ð
�fð~qÞ~mð~r;~qÞfð~qÞd3~q

� �

¼ d

dt
�e0 _~a?ð~rÞþ

ð
�fð~qÞ~p?ð~r;~qÞfð~qÞd3~q

� �
: ð2:2:33Þ
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At this stage of the development, it is beneficial to introduce two auxiliary

fields, the electric displacement field

~d ð~rÞ ¼ e0~eð~rÞþ~pð~rÞ ð2:2:34Þ
and its magnetic analogue

~hð~rÞ ¼ e0c2~bð~rÞ�~mð~rÞ; ð2:2:35Þ
where

~pð~rÞ ¼
ð
�fð~qÞ~pð~r;~qÞfð~qÞd3~q ð2:2:36Þ

and

~mð~rÞ ¼
ð
�fð~qÞ~mð~r;~qÞfð~qÞd3~q: ð2:2:37Þ

The equation of motion (2.2.33) then simply becomes

~r�~hð~rÞ ¼ @~d
?ð~rÞ
@t

; ð2:2:38Þ

in which the currents are contained implicitly within ~d ð~rÞ and ~bð~rÞ.
Equation (2.2.38) is an alternative expression of the source-dependent

Maxwell–Lorentz equation

~r�~bð~rÞ ¼ 1

c2
@~e?ð~rÞ
@t

þ 1

e0c2
~j
?ð~rÞ; ð2:2:39Þ

which can be obtained from (2.2.33) on inserting

~j
?ð~rÞ ¼ @~p?ð~rÞ

@t
þ ~r� ~mð~rÞ: ð2:2:40Þ

The two auxiliary fields ~d ð~rÞ and ~hð~rÞ describe the effects of a medium

formed by the bound charges within which they operate and are subse-

quently modified by.

In a manner similar to that used to derive Hmin, the multipolar Hamilto-

nian Hmult is now obtained from Lmult given by (2.2.22). First, the cano-

nically conjugate momenta are evaluated. They are found to be

Pmultð~qÞ ¼ @Lmult

@ _fð~qÞ ¼
i�h
2
�fð~qÞ; ð2:2:41Þ
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�Pmultð~qÞ ¼ @Lmult

@ _�fð~qÞ
¼ � i�h

2
fð~qÞ; ð2:2:42Þ

and

pmult
i ð~rÞ ¼

@Lmult

@ _a?i ð~rÞ
¼ e0 _a?i ð~rÞ�

ð
�fð~qÞp?i ð~r;~qÞfð~qÞd3~q ¼ �d?i ð~rÞ:

ð2:2:43Þ
Again the momenta canonically conjugate to the electron fields are their

Hermitian conjugates. In contrast to the minimal-coupling scheme, in

which the momentum conjugate to the vector potential was proportional

to the transverse electric field, equation (2.2.8), in the multipolar formal-

ism, the conjugate momentum is equal to the negative of the transverse

electric displacement field. Analogous to (2.2.9), the multipolar Hamilto-

nian is

Hmult¼
ð
Pmultð~qÞ _fð~qÞd3~qþ

ð
�Pmultð~qÞ _�fð~qÞd3~qþ

ð
~pmultð~rÞ � _~a?ð~rÞd3~r�Lmult

¼
ð
�fð~qÞ

�
1

2m
�i�h~rð~qÞþ

ð
~nð~r;~qÞ�~bð~rÞd3~r

� 2

þVð~qÞþ e2

8pe0

ð �fð~q0Þfð~q0Þ
j~q�~q0j d3q0

�
fð~qÞd3~q

þ e0
2

ð
e�20 ð~pð~rÞþ

ð
�fð~qÞ~p?ð~r;~qÞfð~qÞd3~qÞ2þc2�~r�~að~rÞ�2� �

d3~r;

ð2:2:44Þ
which can also be partitioned into three terms consisting of molecular,

radiation field, and interaction contributions,

Hmult¼Hmult
mol þHmult

rad þHmult
int : ð2:2:45Þ

Each term is given individually by

Hmult
mol ¼

ð
�fð~qÞ �

�h2
2m
ð~rð~qÞÞ2þVð~qÞþ e2

8pe0

ð �fð~q0Þfð~q0Þ
j~q�~q0j d3~q0

( )
fð~qÞd3~q

þ 1

2e0

ð ð
�fð~qÞ~p?ð~r;~qÞfð~qÞd3~q

� 2
d3~r;

ð2:2:46Þ
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Hmult
rad ¼

1

2

ð
~p2ð~rÞ
e0
þe0c2ð~r�~að~rÞÞ2

� �
d3~r¼ 1

2

ð ~d
?2ð~rÞ
e0
þe0c2~b

2ð~rÞ
( )

d3~r;

ð2:2:47Þ
Hmult

int ¼�e�10

ð
�fð~qÞ~pð~r;~qÞ �~d?ð~rÞfð~qÞd3~q d3~r

�
ð
�fð~qÞ~mð~r;~qÞ �~bð~rÞfð~qÞd3~q d3~r

þ 1

2m

ð
�fð~qÞ

ð
~nð~r;~qÞ�~bð~rÞd3~r

� 2

fð~qÞd3~q:

ð2:2:48Þ

The interaction Hamiltonian (2.2.48) contains the complete multipolar

expansion of the charge, comprising electric, magnetic, and diamagnetic

terms. It should be noted that expression (2.2.44) for the multipolar

Hamiltonian may be considered as a sum of molecule and radiation field

energy terms, with each in turn being a sum of kinetic and potential energy

contributions. By promoting the canonically conjugate pairs of variables

associatedwith the electronwavefield to operators subject to the equal-time

anticommutation relation

½fð~qÞ; �fð~q0Þ�þ ¼ dð~q�~q0Þ ð2:2:49Þ
and using commutator (2.2.15) for a?i ð~rÞ and its conjugate momentum,

Hmult of equation (2.2.44) takes on quantum mechanical form. All pairs of

canonical operators other than those represented by relations (2.2.14),

(2.2.15), and (2.2.49) either commute or anticommute.

2.3 QUANTUM CANONICAL TRANSFORMATION

The quantum electrodynamical multipolar Hamiltonian (2.2.45) may be

obtained directly from the quantum mechanical minimal-coupling Hamil-

tonian (2.2.9) by applying a quantum canonical transformation on the latter

(Power and Thirunamachandran, 1983a) instead of transforming Lmin to

Lmult via the application of the classical coordinate transformation (2.2.18)

and constructing Hmult from Lmult. A characteristic feature of a quantum

canonical transformation is that the commutator relation (2.2.15) and

anticommutators (2.2.14) and (2.2.49) are preserved along with the equa-

tions of motion for the operator. This is directly analogous to canonical or

contact transformations in classical mechanics (Goldstein, 1960; Power,

1978), which leave the Poisson bracket between two canonical variables

and their respective dynamical equations invariant. The relation between

a multipolar canonical variableOmult and its minimal-coupling counterpart
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Omin, when a quantum canonical transformation is effectedwith a generator

S that is Hermitian, is given by

Omult ¼ e�iSOmine
iS : ð2:3:1Þ

Hence,

Hminð~a?minð~rÞ;~pminð~rÞ;cð~qÞ; �cð~qÞÞ
¼ Hminðe�iS~a?multð~rÞeiS ; e�iS~pmultð~rÞeiS ; e�iSfð~qÞeiS ; e�iS �fð~qÞeiSÞ
¼ e�iSHminð~a?multð~rÞ;~pmultð~rÞ;fð~qÞ; �fð~qÞÞeiS
¼ Hmultð~a?multð~rÞ;~pmultð~rÞ;fð~qÞ; �fð~qÞÞ; ð2:3:2Þ

enabling the transformation to be interpreted as a unitary rotation in Hilbert

space. The choice of S is dictated by the fact that the sameHmult must result

as that obtained by application of the coordinate transformation (2.2.18).

Therefore,

S ¼
ð
�fð~qÞSð~qÞfð~qÞd3~q ¼ 1

�h
ð
�fð~qÞ~pð~r;~qÞ �~a?ð~rÞfð~qÞd3~qd3~r: ð2:3:3Þ

With this choice of S , the vector potential stays the same, while its

canonically conjugate momentum ~pmin changes to

~pmultð~rÞ ¼~pminð~rÞþ i½S ;~pminð~rÞ�� þ � � �
¼~pminð~rÞþ i

�h
ð
�fð~qÞpið~r;~qÞfð~qÞd3~q½a?i ð~r 0Þ;~pminð~rÞ��d3~r 0

¼~pminð~rÞ�~p?ð~rÞ; ð2:3:4Þ
on using the commutator (2.2.15) and the identity (1.8.16). Because the

commutator in (2.3.4) commutes with the generator (2.3.3), only the first

bracket in the expansion (1.8.16) is nonvanishing.

In similar fashion, for the operator electron field,

fð~qÞ ¼cð~qÞþ i½S ;cð~qÞ��þ
1

2!
½S ; ½S ;cð~qÞ����þ � � �

¼cð~qÞþ i

ð
½�cð~q0ÞSð~q0Þcð~q0Þ;cð~qÞ��d3~q0

þ 1

2!

ð
½�cð~q0ÞSð~q0Þcð~q0Þ; ½�cð~q00ÞSð~q00Þcð~q00Þ;cð~qÞ����d3~q0d3~q00þ � � �

¼cð~qÞ�i
ð
Sð~q0Þcð~qÞdð~q�~q0Þd3~q0

þ 1

2!

ð
Sð~q0ÞSð~q00Þdð~q�~q0Þdð~q�~q00Þcð~qÞd3~q0 d3~q00 þ � � �

¼ e�iSð~qÞcð~qÞ;
ð2:3:5Þ
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and its Hermitian-conjugate field �fð~qÞ ¼ �cð~qÞeiSð~qÞ; all terms in the series

are seen to contribute. It is worth noting that the second quantized operator

transformfð~qÞ ¼ eiScð~qÞe�iS that leads to (2.3.5) is the quantummechan-

ical analogue of the transformation for first quantized fields (2.2.18).

A consequence of the transformation of the electron fields in the two cases

is the changes produced in the equations of motion. From the Heisenberg

operator equation of motion, these are found to be

i�h _cð~qÞ ¼ ½cð~qÞ;Hmin��
¼ 1

2m

��i�h~rð~qÞ þ e~a?ð~qÞ�2þVð~qÞþ e2

4pe0

ð �cð~q0Þcð~q0Þ
j~q�~q0j d3q0

� �
cð~qÞ

ð2:3:6Þ

and

i�h _fð~qÞ ¼ ½fð~qÞ;Hmult��

¼

1

2m
�i�h~rð~qÞ þ

ð
~nð~r;~qÞ �~bð~rÞd3~r


 �2
þVð~qÞ

þ e2

4pe0

ð �fð~q0Þfð~q0Þ
j~q�~q0j d3q0

þ 1

e0

ð
~pð~r;~qÞ �~pmultð~rÞd3~r

þ 1

2e0

ð
�fð~q0Þ~p?ð~r;~q0Þfð~q0Þd3q0 �~p?ð~r;~qÞd3~r

8>>>>>>>>>>>>><
>>>>>>>>>>>>>:

9>>>>>>>>>>>>>=
>>>>>>>>>>>>>;

fð~qÞ;

ð2:3:7Þ
which are the second quantized versions of equations (2.2.3) and (2.2.25),

respectively. Because the electron wavefields in the two formalisms are

nonidentical, they satisfy different Schr€odinger equations. Further, it is
worthy of remark that Schr€odinger equation (2.3.7) may also be obtained

by starting with the equation of motion forcð~qÞ(2.3.6) and carrying out the
transformation (2.3.5).

The second quantized formulation of the minimal- and multipolar-

coupling Hamiltonians presented thus far has been limited to the descrip-

tion of a single charge interactingwith a radiationfield. For later application

of the theory of interacting electron and Maxwell fields to atomic and

molecular systems, and especially to intermolecular interactions, a suitable

many-body Hamiltonian needs to be developed. This extension is made by

considering each atom, molecule, functional unit, chromophore, to give

rise to a single-electron field with the assumption that the fermion fields
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of different centers are noninteracting. Hence, there is no exchange of

electrons between distinct bodies, although within a particular unit, the

Pauli exclusion principle is obeyed. Ignoring terms due to the kinetic

energy of the nuclei and denoting the electron wavefield of center x by

fxð~qÞ, whose total nuclear charge is Zxe, the generalization of the multi-

polar Lagrangian (2.2.22) is

Lmult ¼�
X
x

ð
�fxð~qÞ

1

2m
�i�h~rð~qÞ þ

ð
~nxð~r;~qÞ�~bð~rÞd3~r


 �2

þVxð~qÞþ e2

8pe0

ð �fxð~q0Þfxð~q0Þ
j~q�~q0j d3~q0

8>>>>><
>>>>>:

9>>>>>=
>>>>>;
fxð~qÞd3~q

� 1

4pe0

X
x;x0
x„x0

�fxð~qÞ �
Zx0e

2

j~q�~Rx0 j
þ e2

2

ð �fx0 ð~q0Þfx0 ð~q0Þ
j~q�~q0j d3~q0

8<
:

9=
;fxð~qÞd3~q

þ e2

8pe0

X
x;x0
x„x0

ZxZx0

j~Rx�~Rx0 j
þ i�h

2

X
x

ð
½�fxð~qÞ _fxð~qÞ� _�fxð~qÞfxð~qÞ�d3~q

þ e0
2

ð
f _~a?2ð~rÞ�c2ð~r�~að~rÞÞ2gd3~r

�
X
x

ð ð
�fxð~qÞ~pxð~r;~qÞ � _~a

?ð~rÞfxð~qÞd3~r d3~q; ð2:3:8Þ

where~Rx is the location of center x. In the above Lagrangian, Vxð~qÞ is the
Coulomb potential energy between the nuclei of aggregate x and between
the electron field fxð~qÞ and these nuclei, while the second and third terms

describe the intermolecular Coulombic contributions.

It isnowshownhowboth the inter- and intramolecularCoulombtermsare

contained within the longitudinal components of the total electric polariza-

tion field. First, it is noted that because of the Coulomb gauge condition,

the Coulombic terms may be expressed as the following field energy,

e0
2

ð
~ejjð~rÞ �~ejjð~rÞd3~r; ð2:3:9Þ

where the longitudinal electric field~ejjð~rÞ ¼ �~rwð~rÞ, where wð~rÞ is the
scalar potential, which is a solution of Poisson’s equation. In the neutral

systembeing considered,~r �~d ð~rÞ ¼ 0 because the true charges are the only

sources contributing to thedisplacementfield.Hence,~d
jjð~rÞ ¼ 0when there

are no residual charges, and from the definition of the electric displacement
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field (2.2.34), ~r �~ejjð~rÞ ¼ �ð1=e0Þ~r �~pjjð~rÞ; so that equation (2.3.9) can be
written as

1

2e0

ð
j~pjjð~rÞj2d3~r; ð2:3:10Þ

where the longitudinal component of the electric polarization field is

defined by

~pjjð~rÞ ¼
X
x

~p
jj
xð~rÞ ¼

X
x

ð
�fxð~qÞ~pjjxð~r;~qÞfxð~qÞd3~q; ð2:3:11Þ

with

p
jj
iðxÞð~r;~qÞ ¼ �eð~q�~RxÞj

ð1
0

djjijð~r�~Rx�lð~q�~RxÞÞdl; ð2:3:12Þ

where djjijð~rÞ is the longitudinal delta function dyadic (Belinfante, 1946).

Using the relation

djjijð~rÞ ¼ �~ri
~rj

1

4pr
ð2:3:13Þ

and the identity

ai~ri f ð~r�l~aÞ ¼ � d

dl
f ð~r�l~aÞ ð2:3:14Þ

produces for expression (2.3.12) the formula

p
jj
iðxÞð~r;~qÞ ¼

e

4p
~ri

1

j~r�~qj �
1

j~r�~Rxj

" #
: ð2:3:15Þ

Inserting (2.3.15) into equation (2.3.11), which in turn is substituted

into (2.3.10), and using conservation of charge,ð
�fxð~qÞfxð~qÞd3~q ¼ Zx; ð2:3:16Þ

the intra- and intermolecular Coulombic interactions are

Vintra ¼ 1

2e0

X
x

ð
p
jj
xð~rÞ � pjjxð~rÞd3~r

¼
X
x

ð
�fxð~qÞ Vxð~qÞþ e2

8pe0

ð �fxð~q0Þfxð~q0Þ
j~q�~q0j d3~q0

( )
fxð~qÞd3~q

ð2:3:17Þ
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and

Vinter ¼
X
x;x0
x„x0

1

2e0

ð
~p
jj
xð~rÞ �~pjjx0 ð~rÞd3~r

¼ 1

4pe0

X
x;x0
x„x0

ð
�fxð~qÞ �

Zx0e
2

j~q�~Rx0 j
þ e2

2

ð �fx0 ð~q0Þfx0 ð~q0Þ
j~q�~q0j d3~q0

8<
:

9=
;fxð~qÞd3~q

þ e2

8pe0

X
x;x0
x„x0

ZxZx0

j~Rx�~Rx0 j
:

ð2:3:18Þ

In an analogous manner, the corresponding transverse polarization field

contribution 1
2e0

Ð j~p?ð~rÞj2d3~r can be partitioned into intra- and intermole-

cular terms. Adding the intermolecular part of this contribution to equa-

tion (2.3.18) produces

1

2e0

ð
j~p?ð~rÞj2d3~rþ 1

2e0

X
x;x0
x„x0

ð
~p
jj
xð~rÞ �~pjjx0 ð~rÞd3~r

¼ 1

2e0

X
x

ð
j~p?x ð~rÞj2d3~rþ

1

2e0

X
x;x0
x„x0

ð
~pxð~rÞ �~px0 ð~rÞd3~r:

ð2:3:19Þ

The rightmost term of expression (2.3.19) represents the total polariza-

tion field, which is localized at a specific center; hence, this term vanishes

for each pairwise contribution. An effective intramolecular potential

energy function composed of the one-center terms of equations (2.3.17)

and (2.3.19) may be written as

V 0x ¼ 1

2e0

ð
jp?x ð~rÞj2d3~r

þ
ð
�fxð~qÞ Vxð~qÞþ e2

8pe0

ð �fxð~q0Þfxð~q0Þ
j~q�~q0j d3~q0

� �
fxð~qÞd3~q:

ð2:3:20Þ
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This finally allows the multipolar Lagrangian to be expressed as

Lmult ¼ �
X
x

ð
�fxð~qÞ

1

2m
�i�h~rð~qÞ þ

ð
~nxð~r;~qÞ �~bð~rÞd3~r


 �2( )"

�fxð~qÞd3~qþV 0x

#

þ i�h
2

X
x

ð �
�fxð~qÞ _fxð~qÞ� _�fxð~qÞfxð~qÞ

�
d3~q

þ e0
2

ð ��
e0 _~a
?ð~rÞ�~p?ð~rÞ�2�c2ð~r�~að~rÞÞ2�d3~r: ð2:3:21Þ

This Lagrangian contains no intermolecular terms; all of the molecular

dependent contributions are of one center in nature. As for charged particle

theory, the intermolecular interaction occurs via the transverse electro-

magnetic field. This is in direct contrast to the minimal-coupling frame-

work, in which both the Lagrangian and the Hamiltonian contain pair

electrostatic interaction terms. By following the standard canonical quan-

tization procedure, the multipolar Hamiltonian for a molecular assembly

may be obtained from equation (2.3.21) and partitioned as

Hmult ¼
X
x

Hmult
mol ðxÞþHmult

rad þ
X
x

Hmult
int ðxÞ: ð2:3:22Þ

Individual contributions are given in the next section.

2.4 MULTIPOLAR MAXWELL FIELDS

In the previous two sections, it has been shown how the multipolar

Hamiltonian in second quantized form could be obtained from the classical

minimal-coupling Hamiltonian by changing the generalized coordinates

of the system or by applying a quantum canonical transformation to the

minimal-coupling Hamiltonian operator. In the electric dipole approxima-

tion, themultipolar Hamiltonian for a singlemolecule is given explicitly by

Hmult ¼ Hmult
mol þHmult

rad þHmult
int ; ð2:4:1Þ

where

Hmult
mol ¼

ð
�fð~qÞ �

�h2
2m

�
~rð~qÞ

�2
þVð~qÞ

� �
fð~qÞd3~q; ð2:4:2Þ
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Hmult
rad ¼

e0
2

ð ~d
?2ð~rÞ
e20

þ c2~b
2ð~rÞ

( )
d3~r; ð2:4:3Þ

and

Hmult
int ¼ �e�10

ð
�fð~qÞ~m �~d?ð~RÞfð~qÞd3~q; ð2:4:4Þ

for a source electric dipole moment~m located at~R, with self-energy terms

being ignored since they are independent of the Maxwell fields and do not

affect their equations of motion. In the second quantized formalism, the

electron wavefield is expressed as

fð~q; tÞ ¼
X
n

bnðtÞfnð~qÞ; ð2:4:5Þ

where fnð~qÞ is the orthonormal electron field mode and bnðtÞ is the time-

dependent fermion annihilation operator for the state jni of energy En.

The boson creation and destruction operators aðlÞð~kÞ and a†ðlÞð~kÞ for a
ð~k; lÞ-mode photon are contained implicitly in the last two terms of the

total Hamiltonian (2.4.1) through the mode expansions for the radiation

fields ~d
?ð~rÞ and~bð~rÞ.

It is instructive to examine the time dependence of dynamical variables

in the multipolar- and minimal-coupling frameworks and to calculate the

time-dependent field operators, including that for the vector potential

(Power, 1993; Power and Thirunamachandran, 1999a,1999b). The time-

dependent mode expansions for the vector potential, electric displacement

field, and magnetic field are

~að~r;tÞ¼
X
~k ;l

�h
2e0ckV

� 1=2
~eðlÞð~kÞaðlÞð~k;tÞei~k �~rþ~�eðlÞð~kÞa†ðlÞð~k;tÞe�i~k �~r
h i

;

ð2:4:6Þ
~d
?ð~r;tÞ¼ i

X
~k ;l

�hcke0
2V

� 1=2
~eðlÞð~kÞaðlÞð~k;tÞei~k �~r�~�eðlÞð~kÞa†ðlÞð~k;tÞe�i~k �~r
h i

;

ð2:4:7Þ
and

~bð~r;tÞ¼ i
X
~k ;l

�hk
2e0cV

� 1=2

~b
ðlÞð~kÞaðlÞð~k;tÞei~k �~r�~�b

ðlÞ
ð~kÞa†ðlÞð~k;tÞe�i~k �~r


 �
:

ð2:4:8Þ
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The time evolution of the boson annihilation operator aðlÞð~k;tÞ, for

example, is obtained from the Heisenberg equation of motion

i�h _amultðtÞ¼ ½amultðtÞ;Hmult�� ð2:4:9Þ
on inserting (2.4.1) and using the commutation relation at equal time,

½amultðlÞð~k;tÞ;amult†ðl0Þð~k 0;tÞ�� ¼d~k~k 0dll0 ; ð2:4:10Þ

where the mode dependence has been suppressed in formula (2.4.9). This

leads to

amultðtÞ¼amultð0Þe�iotþ 1
�h

�hck
2e0V

� 1=2

e�ið
~k �~RþotÞ~�e

ðlÞð~kÞ�
ðt
0

dt0~mðt0Þeiot0

ð2:4:11Þ
and consists of a source-independent and a source-dependent term. It is

convenient to partition the fields (2.4.6)–(2.4.8) into free- and source-field

contributions. Hence, for the vector potential,

~að~r;tÞ¼~að0Þð~r;tÞþ~aðsÞð~r;tÞ; ð2:4:12Þ
where the source-free term is obtained from the first term of expres-

sion (2.4.11),

~að0Þmultð~r;tÞ¼
X
~k ;l

�h
2e0ckV

� 1=2

~eðlÞð~kÞaðlÞmultð~k;0Þei~k �~r�iot
h

þ~�eðlÞð~kÞa†ðlÞmultð~k;0Þe�i~k �~rþiot
i
: ð2:4:13Þ

Substituting the second term of (2.4.11) into the mode expansion (2.4.6)

gives for the source-dependent contribution to the vector potential,

a
ðsÞmult
i ð~r;tÞ¼

X
~k ;l

1

2e0V

� 
e
ðlÞ
i ð~kÞ�eðlÞj ð~kÞei

~k �ð~r�~RÞ
ðt
0

dt0mjðt0Þe�ioðt�t
0ÞþH:C:

8<
:

9=
;;

ð2:4:14Þ
where H.C. is the Hermitian-conjugate term. Two necessary and key steps

used repeatedly in the computation of Maxwell fields, and in subsequent

applications to follow, are the summations over polarization and wavevector.

The former may be carried out with the identities given in Section 1.4. In the
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present case, use is made of relation (1.4.56). For the wavevector sum, use is

made of the continuum approximation as exemplified in the prescription

(1.4.55), with d3~k¼k2dkdW in spherical polar coordinates, where dW is an

infinitesimal element of solid angle. The angular integration is performed

by noting that

1

4p

ð
e�i

~k �~rdW¼sinkr
kr

; ð2:4:15Þ

from which

1

4p

ð
ðdij�k̂ik̂jÞe�i~k �~rdW¼ 1

k3

�
�~r2

dijþ~ri
~rj

�sinkr
r

¼ ðdij�r̂i r̂jÞsinkr
kr
þðdij�3r̂i r̂jÞ coskr

k2r2
�sinkr

k3r3

 !( )
:

ð2:4:16Þ

Hence, equation (2.4.14) becomes

a
ðsÞmult
i ð~r;tÞ¼ 1

4p2e0

�
�~r2

dijþ~ri
~rj

� 1

j~r�~Rj

ðt
0

dt0mjðt0Þ

�
ð1
0

dk
2

k
sinðkj~r�~RjÞcosðkcðt�t0ÞÞ:

ð2:4:17Þ

Using the result

2

p

ð1
0

dk
1

k
sinðkrÞcosðkcðt�t0ÞÞ¼1

2
sgn r�cðt�t0Þ½ �þsgn rþcðt�t0Þ½ �� �

;

ð2:4:18Þ
equation (2.4.17) becomes

a
ðsÞmult
i ð~r;tÞ¼

1

4pe0

��~r2
dijþ~ri

~rj

	 1

j~r�~Rj

ðt
t�j~r�~Rj=c

dt0mjðt0Þ; t>j~r�~Rj=c>0;

1

4pe0

��~r2
dijþ~ri

~rj

	 1

j~r�~Rj

ðt
0

dt0mjðt0Þ; t<j~r�~Rj=c:

8>>>>>>><
>>>>>>>:

ð2:4:19Þ
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In expression (2.4.19), the gradient operators act on the retarded time as well

as on 1=ðj~r�~RjÞ. Noteworthy is the fact that for t< j~r�~Rj=c, the vector

potential is nonzero.

In a similar fashion, the transverse displacement fieldmay be partitioned

into vacuum and source fields and computed using the relations

(2.4.11), (2.4.16), and (2.4.18). The free displacement field is given by

~d
ð0Þmultð~r; tÞ ¼ i

X
~k ; l

�hcke0
2V

� 1=2
~eðlÞð~kÞaðlÞmultð~k; 0Þei~k �~r�iot
h

�~�eðlÞð~kÞa†ðlÞmultð~k; 0Þe�i~k �~r þ iot�: ð2:4:20Þ
The free field operates entirely in the boson space, changing the number of

photons by one. Substituting the second term of (2.4.11) and its adjoint into

the mode expansion (2.4.7) gives for the electric dipole-dependent vector

operator the form

d
ðsÞmult
i ð~r; tÞ ¼ i

X
~k ;l

ck

2V

� 
e
ðlÞ
i ð~kÞ�eðlÞj ð~kÞei

~k � ð~r�~RÞ
ðt
0

dt0mjðt0Þe�ioðt�t
0Þ�H:C:

8<
:

9=
;:

ð2:4:21Þ
Carrying out the mode sum yields

d
ðsÞmult
i ð~r; tÞ ¼ c

4p2
��~r2

dijþ~ri
~rj

	 1

j~r�~Rj

ðt
0

dt0mjðt0Þ

�
ð1
0

dk2sinðkj~r�~RjÞsinðkcðt�t0ÞÞ

¼ c

4p

��~r2
dijþ~ri

~rj

	 1

j~r�~Rj

�
ðt
0

dt0mjðt0Þ
�
dðj~r�~Rj�cðt�t0ÞÞ�dðj~r�~Rjþcðt�t0ÞÞ�:

ð2:4:22Þ
Only the first d-function contributes in (2.4.22) because t0 ¼ t�j~r�~Rj=c

lies between 0 and t; the second term vanishes as it lies outside the range

of integration over t0. The source field is thus strictly causal, and the
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displacement field must be evaluated at the retarded time. Finally,

d
ðsÞ
i ð~r; tÞ ¼

1

4p

��~r2
dij þ ~ri

~rj

	 mjðt�j~r�~Rj=cÞ
j~r�~Rj ; t > j~r�~Rj=c > 0

0; t < j~r�~Rj=c;

8><
>:

ð2:4:23Þ
with the gradient operators acting on the retarded time as well as on

1=ðj~r�~RjÞ. From the source-dependent vector potential (2.4.19), it is a

simple matter to evaluate the source-dependent magnetic field and the

transverse and total electric field operators, even though the last two fields

do not appear in the multipolar formalism. Nevertheless, their evaluation

will help compare the fields in the two frameworks. The magnetic field is

obtained from

b
ðsÞmult
i ð~r; tÞ ¼ ½~r�~aðsÞmultð~r; tÞ�i

¼
� 1

4pe0c
eijk~rk

1

j~r�~Rj
d

dt
mjðt�j~r�~Rj=cÞ; t > j~r�~Rj=c > 0;

0; t < j~r�~Rj=c;

8><
>:

ð2:4:24Þ
which also vanishes for t < j~r�~Rj=c, while the source-dependent trans-

verse electric field is

e
?ðsÞmult
i ð~r; tÞ ¼� d

dt
a
ðsÞmult
i ð~r; tÞ

¼

1

4pe0

�
�~r2

dijþ~ri
~rj

� 1

j~r�~Rj mjðt�j~r�
~Rj=cÞ�mjðtÞ

� �
; t> j~r�~Rj=c> 0;

� 1

4pe0
ð�~r2

dijþ~ri
~rjÞ 1

j~r�~RjmjðtÞ; t< j~r�~Rj=c;

8>>>><
>>>>:

ð2:4:25Þ
which like the source-dependent vector potential contains a nonvanishing term

for t< j~r�~Rj=c. In the Coulomb gauge, the longitudinal electric field is

related to a static distribution of charges. For an electric dipole source,

e
jjmult
i ð~r; tÞ ¼�e�10 mjðtÞd?ij ð~rÞ ¼�

1

4pe0r3
ðdij�3r̂i r̂jÞmjðtÞ; r> 0;

ð2:4:26Þ
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which is related to the electric polarization field via

e
jjmult
i ð~r; tÞ ¼�e�10 p

jj
i ð~r; tÞ ¼ e�10 p?i ð~r; tÞ: ð2:4:27Þ

Thus, expression (2.4.25) can be written as

e
?ðsÞmult
i ð~r;tÞ

¼
1

4pe0

��~r2
dijþ~ri

~rj

	 1

j~r�~Rjmjðt�j~r�
~Rj=cÞ�e�10 p?i ð~r;tÞ; t> j~r�~Rj=c>0;

�e�10 p?i ð~r;tÞ; t< j~r�~Rj=c;

8><
>:

ð2:4:28Þ

with the total electric field given by

e
totðsÞmult
i ð~r;tÞ¼

1

4pe0

��~r2
dijþ~ri

~rj

	 1

j~r�~Rjmjðt�j~r�
~Rj=cÞ; t> j~r�~Rj=c>0;

0; t< j~r�~Rj=c;

8><
>:

ð2:4:29Þ

which is seen to be equal to e�10 d
ðsÞmult
i ð~r;tÞ expressed by (2.4.23).

2.5 MINIMAL-COUPLING MAXWELL FIELDS

In the previous section, explicit formulas were obtained for the time-

dependent vector potential, transverse and total electric fields, and electric

displacement and magnetic field operators due to an electric dipole source

moment by starting from the second quantizedmultipolar Hamiltonian and

calculating the time evolution of boson operators from the Heisenberg

equations of motion. To further examine the similarities and differences

betweenmultipolar- and minimal-coupling frameworks (Salam, 2008), the

corresponding fields are evaluated in the latter scheme. Now the starting

point is the minimal-coupling Hamiltonian. For a single particle, this may

be written as

Hmin ¼ Hmin
mol þHmin

rad þ
e

m
~p �~að~q; tÞþ e2

2m
~a2ð~q; tÞ; ð2:5:1Þ

where the first two terms of (2.5.1) are the molecular and radiation field

Hamiltonians (2.2.11) and (2.2.12) and the last two terms are the interaction
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terms. It should be noted that the total Hamiltonian (2.5.1) is expressed in

terms of canonically conjugate variables derived within the minimal-

coupling formalism, which differ from their multipolar counterparts. From

equation (2.2.8), for instance, the conjugate momentum of the radiation

field coordinate is equal to �e0~e?ð~rÞ. For radiation field wavelengths

larger than molecular dimensions, the spatial variations of the vector

potential may be neglected to a first approximation, thereby leading to

the electric dipole approximated form. Situating this dipole at~R as before,

the interaction Hamiltonian is then

Hmin
int ¼

e

m
~p �~að~R; tÞþ e2

2m
~a2ð~R; tÞ: ð2:5:2Þ

The time evolution of the photon annihilation operator inminimal coupling

is obtained from the Heisenberg equation of motion

i�h _aminðtÞ¼ ½aminðtÞ;Hmin�� ¼�hoaþ
e

m

�h
2e0ckV

� 1=2
~pþe~að~R;tÞ� � �~�eðlÞð~kÞ;

ð2:5:3Þ

on using the commutation rule (2.4.10), which remains valid since the two

Hamiltonians are related by a quantum canonical transformation. Perform-

ing the time integral in (2.5.3) leads to

aminðtÞ¼aminð0Þe�iotþ i
�h

�h
2e0ckV

� 1=2
e�iot~�e

ðlÞð~kÞ�
ðt
0

dt0 _~mðt0Þe�i~k �~Rþ iot0 ;

ð2:5:4Þ

where use has been made of the relation between the kinetic and canonical

momentum of the material system,

e
d

dt
ð~q�~RÞ¼ e

m
~pþe~að~RÞ� �

: ð2:5:5Þ

As in the case of the source-dependent fields and vector potential in the

multipolar framework, the second term of (2.5.4) is substituted into the

respective mode expansions and the wavevector and polarization sums

carried out. From (2.4.6), the source-dependent minimal-coupling vector

potential is found to be
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a
ðsÞmin
i ð~r;tÞ¼ i

X
~k ;l

1

2e0ckV

 !

�
�
e
ðlÞ
i ð~kÞ�eðlÞj ð~kÞei

~k �ð~r�~RÞ
ðt
0

dt0 _mjðt0Þeioðt�t
0ÞþH:C:

�

¼ 1

4p2e0c

��~r2
dijþ~ri

~rj

	 1

j~r�~Rj

ðt
0

dt0 _mjðt0Þ

�
ð1
0

dk
2

k2
sin kj~r�~Rj� �

sin kcðt�t0Þ½ �;
ð2:5:6Þ

which after carrying out the k-integral results in

a
ðsÞmin
i ð~r;tÞ¼

1

4pe0

��~r2
dijþ~ri

~rj

	 1

j~r�~Rj

ðt
t�j~r�~Rj=c

dt0mjðt0Þ; t> j~r�~Rj=c>0;

1

4pe0

��~r2
dijþ~ri

~rj

	 1

j~r�~Rj

ðt
0

dt0½mjðt0Þ�mjð0Þ�; t< j~r�~Rj=c:

8>>>>>>><
>>>>>>>:

ð2:5:7Þ
The transverse electric field can be derived in a manner similar to that

used to obtain the vector potential in the multipolar formalism. Alterna-

tively, it is given straightforwardly by

e
?ðsÞmin
i ð~r;tÞ¼� _a

ðsÞmin
i ð~r;tÞ

¼

1

4pe0

��~r2
dijþ~ri

~rj

	 1

j~r�~Rj mjðt�j~r�
~Rj=cÞ�mjðtÞ

� �
; t>j~r�~Rj=c>0;

1

4pe0

��~r2
dijþ~ri

~rj

	 1

j~r�~Rj mjð0Þ�mjðtÞ
� �

; t<j~r�~Rj=c:

8>>>><
>>>>:

ð2:5:8Þ
Since the longitudinal electric field is the same in both frameworks, the dipole-

dependent term (2.4.26) can be added to equation (2.5.8) to give the total

electric field in minimal coupling,

e
totðsÞmin
i ð~r;tÞ¼

1

4pe0

��~r2
dijþ~ri

~rj

	 1

j~r�~Rjmj
�
t�j~r�~Rj=c	; t> j~r�~Rj=c>0;

1

4pe0

��~r2
dijþ~ri

~rj

	 1

j~r�~Rjmjð0Þ; t< j~r�~Rj=c:

8>>>><
>>>>:

ð2:5:9Þ
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Interestingly, the source-dependent transverse and total electric fields for

t> j~r�~Rj=c>0 are identical to their multipolar analogues (2.4.28)

and (2.4.29). In contrast, the functional forms differ for t< j~r�~Rj=c. Neither
the transverse nor the total minimal-coupling electric field vanishes in this

time interval, unlike the multipolar total electric field (2.4.29), which is

causal.

Once again the source-dependent vector potential (2.5.7) may be used to

calculate the time-dependent magnetic field operator due to an electric

dipole. Thus,

b
ðsÞmin
i ð~r; tÞ ¼ �~r�~aðsÞminð~r; tÞ�

i

¼
� 1

4pe0c
eijk~rk

1

j~r�~Rj
d

dt
mjðt�j~r�~Rj=cÞ; t > j~r�~Rj=c > 0;

0; t < j~r�~Rj=c;

8><
>:

ð2:5:10Þ

which is equivalent to the result (2.4.24) obtained usingmultipolar equations

of motion. From the analysis of this and the previous section, it is found that

the field operators are dependent on the time-dependent source electric

dipole moment to which no label min or mult has been attached, despite the

differing time evolution of the two types of Hamiltonian operator. No

distinction is necessary due to the fact that ~mðtÞ is independent of any

canonically conjugate momenta and therefore remains invariant in both

constructions. The same is true of the magnetic field,~bð~r; tÞ.
To further explore the relationship between the various radiation fields in

the two formalisms, it is useful to find the connection between theminimal-

and multipolar-coupling photon creation and annihilation operators. By

applying the transformation

amult ¼ eiSamine�iS; ð2:5:11Þ
where in the electric dipole approximation the generator is

S ¼ 1
�h~m �~að

~RÞ; ð2:5:12Þ

it is found that

amultðtÞ ¼ aminðtÞ�i 1

2�hcke0V
� 1=2

mjðtÞ�eje�i~k �~R : ð2:5:13Þ
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New features arise in the functional forms of the vacuum radiation fields as

a result of the difference above, as witnessed by the substitution of minimal

boson operators into the multipolar mode expansions. Illustrating first for

the vector potential,

a
ð0Þmult
i ð~r; tÞ ¼

X
~k ; l

�h
2cke0V

 !1=2

� e
ðlÞ
i ð~kÞaminð0Þei~k �~r�iotþ�e

ðlÞ
i ð~kÞa†minð0Þe�i~k �~rþ iot

h i

�i
X
~k ;l

1

2cke0V

 !
mjð0Þ

� e
ðlÞ
i ð~kÞ�eðlÞj ð~kÞei~k � ð~r�~RÞ�iot��eðlÞi ð~kÞeðlÞj ð~kÞe�i~k � ð~r�~RÞþ iot

h i

¼ a
ð0Þmin
i ð~r; tÞþ

0; t > j~r�~Rj=c > 0;

� t

4p
ð�~r2

dijþ~ri
~rjÞ 1

j~r�~Rjmjð0Þ; t < j~r�~Rj=c;

8><
>:

ð2:5:14Þ

showing that the free vector potential is identical in both frameworks for

t > j~r�~Rj=c, but differs for t < j~r�~Rj=c. Similarly, for the free electric

displacement and magnetic fields,

d
ð0Þmult
i ð~r; tÞ ¼ i

X
~k ; l

�hcke0
2V

 !1=2

� e
ðlÞ
i ð~kÞaminð0Þei~k �~r�iot��eðlÞi ð~kÞa†minð0Þe�i~k �~rþ iot

h i
þ
X
~k ;l

1

2V
mjð0Þ eðlÞi ð~kÞ�eðlÞj ð~kÞei

~k � ð~r�~RÞ�iot
h

þ�e
ðlÞ
i ð~kÞeðlÞj ð~kÞe�i

~k � ð~r�~RÞþ iot�
¼ e0e

?ð0Þmin
i ð~r; tÞ

þ
0; t > j~r�~Rj=c > 0;
1

4p
ð�~r2

dijþ~ri
~rjÞ 1

j~r�~Rjmjð0Þ; t < j~r�~Rj=c;

8><
>:

ð2:5:15Þ
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and

b
ð0Þmult
i ð~r; tÞ ¼ i

X
~k ; l

�hk
2e0cV

 !1=2

� b
ðlÞ
i ð~kÞaminð0Þei~k �~r�iot��bðlÞi ð~kÞa†minð0Þe�i~k �~rþ iot

h i

þ
X
~k ; l

1

2e0cV

 !
mjð0Þ bðlÞi ð~kÞ�eðlÞj ð~kÞei

~k � ð~r�~RÞ�iot
h

þ �b
ðlÞ
i ð~kÞeðlÞj ð~kÞe�i

~k � ð~r�~RÞþ iot
i
: ð2:5:16Þ

After carrying out the mode sum, the second term in expression (2.5.16) is

found to vanish for j~r�~Rj„ ct so that the free magnetic field is equivalent in

both formalisms,

b
ð0Þmult
i ð~r; tÞ ¼ b

ð0Þmin
i ð~r; tÞ; j~r�~Rj„ ct: ð2:5:17Þ

Finally, the source-dependentmultipolar total electric field at time t outside

the source, when expressed in terms of minimal-coupling boson operators

using the relation (2.5.13), is

e
ðtotÞmult
i ð~r; tÞ ¼ e�10 dið~r; tÞ ¼ i

e0

X
~k ;l

�hcke0
2V

 !1=2

� eia
multðtÞei~k �~r��eia†multðtÞe�i~k �~r

h i

¼ i

e0

X
~k ;l

�hcke0
2V

 !1=2
eia

minðtÞei~k �~r��eia†minðtÞe�i~k �~r
h i

þ e�10

X
~k ;l

1

2V
mjðtÞ eðlÞi ð~kÞ�eðlÞj ð~kÞei

~k � ð~r�~RÞ þ�e
ðlÞ
i ð~kÞeðlÞj ð~kÞe�i

~k � ð~r�~RÞ
h i

¼ e?min
i ð~r; tÞ� 1

4pe0j~r�~Rj3
mjðtÞ dij�3ðr̂�R̂Þiðr̂�R̂Þj

h i

¼ e?min
i ð~r; tÞþ e�10 p

jj
i ð~r; tÞ ¼ e

?ðminÞ
i ð~r; tÞþ e

jj
i ð~r; tÞ ¼ e

ðtotÞmin
i ð~r; tÞ;

ð2:5:18Þ

demonstrating their equivalence in both schemes. Thus, from (2.5.18),

~d
multð~r; tÞ ¼ e0~e

?minð~r; tÞþ~p?ð~r; tÞ; for all t; ð2:5:19Þ
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from which it is seen that the total fields are identical for all times.

Meanwhile from equation (2.5.15),

~d
ð0Þmultð~r; tÞ ¼ e0~e

?ð0Þminð~r; tÞþ 0; t > j~r�~Rj=c > 0;
~p?ð~r;0Þ; t < j~r�~Rj=c;

�
ð2:5:20Þ

showing that the free electric fields are the same for t > j~r�~Rj=c. Inter-
estingly, the source-dependent polarization field is time dependent, but in

the absence of sources is independent of t. Noting that from (2.4.23)

~d
ðsÞmult ¼~d

mult�~d ð0Þmult
, the separation of the total minimal-coupling

electric field using equations (2.5.18) and (2.5.19) is

e
ðtotÞmin
i ð~r; tÞ ¼ e

?ð0Þmin
i ð~r; tÞ

þ

1

4pe0

��~r2
dijþ~ri

~rj

	 1

j~r�~Rjmj
�
t�j~r�~Rj=c	; t > j~r�~Rj=c > 0;

1

4pe0

��~r2
dijþ~ri

~rj

	 1

j~r�~Rjmjð0Þ; t < j~r�~Rj=c;

8>>>><
>>>>:

ð2:5:21Þ

with the division of the magnetic field being the same in both formalisms.

In summary, the vacuum field operators differ in the minimal- and

multipolar-coupling frameworks. This is due to the boson creation and

annihilation operators being nonidentical in the two schemes as their time

evolution is governed by two different Hamiltonians. The source-depen-

dent fields at positive retarded time on the other hand are the same. In

addition to evaluating the time evolution of photon operators, the time

dependence of fermion creation and annihilation operators in the two

formalisms can be calculated analogously using Heisenberg’s equation of

motion. Like their boson counterparts, bnðtÞ and b†nðtÞ are found to differ in
the multipolar- and minimal-coupling versions of the theory (Power and

Thirunamachandran, 1999b). A consequence of the boson operators being

different is that expectation values of observables involving these operators

will differ. To carry out such a calculation requires the selection of a set of

unperturbed matter and radiation field states. The ground state of such a

system is identical in the two coupling schemes and corresponds to a true

no-particle state. Other states, however, will in general be different as

they are generated by the action of nonidentical operators. Examples of

observables that differ include the expectation value of the photon number
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operator nmin=multðtÞ ¼ a†min=multðtÞamin=multðtÞ and the occupation number

for the matter field Nmin=multðtÞ ¼ b†min=mult
m ðtÞbmin=mult

m ðtÞ, as well as non-
identical line-shape functions.

The distinction between aðlÞð~k; tÞ and a†ðlÞð~k; tÞ in the minimal- and

multipolar-coupling formalisms is due to the description of the quantized

electromagnetic field in terms of photons. If the radiation field is instead

viewed as primary, these differences vanish. It should be borne in mind that

both the minimal- and multipolar-coupling Hamiltonians give rise to

identical equations for the radiation field operators, these being Maxwell’s

equations. An analogous viewpoint applies to the fermion creation and

destruction operators in the two versions of the theory. Now the equation of

motion for the electron wavefield is Schr€odinger’s equation including the

effects of electromagnetic radiation.

2.6 MULTIPOLAR MAXWELL FIELDS IN THE VICINITY
OF A SOURCE

Results from the analysis of the two previous sections of the forms of the

quantum electrodynamical radiation field operators in minimal- and multi-

polar-coupling frameworks showed that the fields independent of the

source are the same for positive retarded times t > j~r�~Rj=c and that

the total fields—source plus free field—are identical for all t, with the

source dipole moment operator evaluated at the delayed time t�j~r�~Rj=c.
To be able to apply the second quantized Maxwell field operators to the

calculation of quantummechanical observables, for whichmatrix elements

of the field operators are required, it is necessary to express the Heisenberg

fields at the initial time t¼ 0. One way this may be achieved is by iterating

the coupled integro-differential equations for the boson and fermion

creation and annihilation operators, which are obtained from the Heisen-

berg operator equation of motion. This enables a series solution to be found

for the Maxwell fields in successive powers of the multipole moments in

terms of photon and electron operators evaluated at the initial time. This is

carried out for the multipolar framework electric displacement and mag-

netic fields only (Power and Thirunamachandran, 1983b; Salam, 2008) by

calculating the time evolution of amultðtÞ and bmult
n ðtÞ and their Hermitian

adjoints by starting from the second quantized multipolar Hamiltonian. In

this case, the source-dependentMaxwell fields are strictly causal, vanishing

for t < j~r�~Rj=c.
In the electric dipole approximation, the multipolar Hamiltonian is

given by
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Hmult ¼
X
n

b†nðtÞbnðtÞEnþ
X
~k ; l

a†ðlÞð~k; tÞaðlÞð~k; tÞ�ho

�e�10

X
m; n

b†mðtÞbnðtÞ~mmn �~d?ð~R; tÞ;
ð2:6:1Þ

where the self-energy term has been neglected. In equation (2.6.1), the

transition electric dipole moment matrix element is given by

~mmn ¼
ð
�fmð~qÞ~mfnð~qÞd3~q: ð2:6:2Þ

The time development of the photon and electron creation and annihilation

operators is found from the Heisenberg equations of motion

i�h _aðlÞð~k; tÞ ¼ �aðlÞð~k; tÞ;Hmult

�
� ð2:6:3Þ

and

i�h _bnðtÞ ¼ ½bnðtÞ;Hmult�þ ð2:6:4Þ
on using the standard equal-time boson commutator and fermion antic-

ommutator relations

�
aðlÞð~k; tÞ; a†ðl0Þð~k 0; tÞ�� ¼ d~k~k 0dll0 ð2:6:5Þ

and �
bmðtÞ; b†nðtÞ

�
þ ¼ dmn: ð2:6:6Þ

Transforming to new variables aðtÞ and bnðtÞ via the substitutions

aðtÞ ¼ aðtÞe�iot and bnðtÞ ¼ bnðtÞe�iont yields

aðtÞ ¼ að0Þþ ck

2e0�hV
� 1=2X

m;n

�eje
�i~k �~R

ðt
0

dt0 mmn
j ðt0ÞeiðomnþoÞt0b†mðt0Þbnðt0Þ

ð2:6:7Þ
and

bnðtÞ ¼ bnð0Þ�
X
~k ;l

X
m

ck

2e0�hV

 !1=2ðt
0

dt0 bmðt0Þmnmj ðt0Þ½ejei
~k �~R�iðomnþoÞt0aðt0Þ

��eje�i~k �~R�iðomn�oÞt0a†ðt0Þ�;
ð2:6:8Þ
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where the mode dependence of the radiation field operators and associated

polarization vectors has been dropped from the last two equations. These

coupled equations may be solved by iteration, in the process generating a

solution in series of powers of the transition dipole moment. The boson

operators are then inserted into the mode expansions for the displacement

and magnetic fields, allowing formulas for the Maxwell fields in the neighbor-

hood of the source to be found. In the Heisenberg picture, the mode expansions

for the displacement and magnetic fields are

d?i ð~r; tÞ ¼ i
X
~k ;l

�hcke0
2V

� 1=2
eiaðtÞei~k �~r�iot��eia†ðtÞe�i~k �~rþ iot
h i

ð2:6:9Þ

and

bið~r; tÞ ¼ i
X
~k ;l

�hk
2e0cV

� 1=2
biaðtÞei~k �~r�iot��bia†ðtÞe�i~k �~rþ iot
h i

; ð2:6:10Þ

which may be written as a series expansion in terms of the order of

iteration, n,

d?i ð~r; tÞ ¼
X1
n¼0

d
ðnÞ
i ð~r; tÞ ¼ d

ð0Þ
i ð~r; tÞþd

ð1Þ
i ð~r; tÞþd

ð2Þ
i ð~r; tÞþ � � �

ð2:6:11Þ
and

bið~r; tÞ ¼
X1
n¼0

b
ðnÞ
i ð~r; tÞ ¼ b

ð0Þ
i ð~r; tÞþb

ð1Þ
i ð~r; tÞþb

ð2Þ
i ð~r; tÞþ � � � : ð2:6:12Þ

The first terms of equations (2.6.7) and (2.6.8) correspond to boson and

fermion operators at the initial time and are simply að0Þ and bnð0Þ,
respectively, and are clearly source independent. They are used to obtain

the vacuum fields, which are

d
ð0Þ
i ð~r; tÞ ¼ i

X
~k ;l

�hcke0
2V

� 1=2
eiað0Þei~k �~r�iot��eia†ð0Þe�i~k �~rþ iot
h i

ð2:6:13Þ
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and

b
ð0Þ
i ð~r; tÞ ¼ i

X
~k ;l

�hk
2e0cV

� 1=2
biað0Þei~k �~r�iot��bia†ð0Þe�i~k �~rþ iot
h i

:

ð2:6:14Þ
The zeroth-order fields are seen to operate exclusively in the boson space,

increasing or decreasing the number of photons by unity.

Substitutingbnð0Þ and itsHermitian conjugate into the right-hand side of

equation (2.6.7) and integrating produces an expression for the photon

annihilation operator that is linearly dependent on the transition electric

dipole moment, which is used to compute the source-dependent terms of

the Maxwell fields (2.6.11) and (2.6.12). Thus,

að1ÞðtÞ ¼ ck

2�he0V
� 1=2X

m; n

mmn
j �eje

�i~k �~Rb†mð0Þbnð0Þ
eiðomnþoÞt�1
iðomnþoÞ

� 
;

ð2:6:15Þ
where mmn

j is a time-independent matrix element of the transition electric

dipolemoment.Equation (2.6.15) isused toobtain thefirst-orderfields, since

d
ð1Þ
i ð~r; tÞ ¼ i

X
~k ; l

�hcke0
2V

� 1=2
eiað1ÞðtÞei~k �~r�iot��eia†ð1ÞðtÞe�i~k �~rþ iot
h i

ð2:6:16Þ
and

b
ð1Þ
i ð~r; tÞ ¼ i

X
~k ; l

�hk
2e0cV

� 1=2
biað1ÞðtÞei~k �~r�iot��bia†ð1ÞðtÞe�i~k �~r þ iot
h i

:

ð2:6:17Þ
Illustrating explicitly for the linear displacement field, inserting expres-

sion (2.6.15) into expansion (2.6.16) produces

d
ð1Þ
i ð~r; tÞ ¼

X
~k ; l

X
m; n

ck

2V

� 

� b†mð0Þbnð0Þmmn
j ei�eje

i~k � ð~r�~RÞ eiomnt�e�iot
ðomnþoÞ


 �
þH:C:

� �
;

ð2:6:18Þ

MULTIPOLAR MAXWELL FIELDS IN THE VICINITY OF A SOURCE 93



where H.C. stands for the Hermitian-conjugate term. The mode sum is

performedusing the relations (1.4.55)and(1.4.56),while theangular integral

makes use of the result (2.4.16), giving for equation (2.6.18),

d
ð1Þ
i ð~r; tÞ ¼

1

8p2i

X
m;n

b†mð0Þbnð0Þ

�
ð1
0

dk

k�knm mmn
j

��~r2
dij þ ~ri

~rj

	

� eikj~r�~Rj�e�ikj~r�~Rj
j~r�~Rj

0
@

1
A e�iknmct�e�ikct� �þH:C:

ð2:6:19Þ

Because the replacement of k by its negative in the Hermitian-conjugate

terms produces essentially the same contribution as the first term, but with

integrationlimits (�1,0), therangeofintegrationinequation(2.6.19)canbe

extended to (�1,1), so that

d
ð1Þ
i ð~r; tÞ ¼

1

8p2i

X
m; n

b†mð0Þbnð0Þmmn
j

��~r2
dij þ ~ri

~rj

	 1

j~r�~Rj

�
ð1
�1

dk

k�knm eikj~r�~Rje�iknmct�eikðj~r�~Rj�ctÞ
h

�e�ikj~r�~Rje�iknmctþ e�ikðj~r�~Rj þ ctÞ
i
; ð2:6:20Þ

which on integrating yields, irrespective of the way in which the pole is

displaced, the first-order electric displacement field

d
ð1Þ
i ð~r; tÞ

¼
1

4p

X
m;n

b†mð0Þbnð0Þmmn
j

��~r2
dijþ~ri

~rj

	eiknmðj~r�~Rj�ctÞ
j~r�~Rj ; t> j~r�~Rj=c> 0;

0; t< j~r�~Rj=c;

8>><
>>:

ð2:6:21Þ
which is seen to obey Einstein causality. For a source dipole situated at

the origin in which ~R ¼ 0, evaluating the gradients results in the
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expression

d
ð1Þ
i ð~r; tÞ ¼

1

4p

X
m;n

b†mð0Þbnð0Þmmn
j e�iknmctk3nm

� �ðdij�r̂i r̂jÞ
knmr

þðdij�3r̂i r̂jÞ �i
k2nmr

2
þ 1

k3nmr
3

� 
 �
eiknmr;

ð2:6:22Þ
which is recognizable as the quantum electrodynamical analogue of the

classical electric displacement field of an oscillating electric dipole. It

operates entirely in the electron Fock space, changing only the

molecular state of the system. Further, for all ~r, the diagonal matrix

element of expression (2.6.22) is the electrostatic field of a permanent

electric dipole moment.

The magnetic field due to an electric dipole source is derived in a

manner similar to that used to obtain the first-order displacement field.

Equation (2.6.15) is substituted into the expansion for the linear magnetic

field (2.6.17). Now the polarization sum is executed using the identity

(1.4.57), and the wavevector sum converted to an integral via the relation

(1.4.55). For the evaluation of the angular integral, use is made of the result

1

4p

ð
eijkk̂ke�i

~k �~rdW ¼ � i

k2
eijk~rk

sin kr

r
¼ �ieijkr̂k cos kr

kr
� sin kr

k2r2

� 
:

ð2:6:23Þ
Integrating over wavevector then gives

b
ð1Þ
i ð~r; tÞ

¼
i

4pe0c

X
m;n

b†mð0Þbnð0Þmmn
j knmeijk~rk

eiknmðj~r�~Rj�ctÞ

j~r�~Rj ; t> j~r�~Rj=c> 0;

0; t< j~r�~Rj=c;

8>><
>>:

ð2:6:24Þ

which on taking the gradient after letting ~R ¼ 0 becomes

b
ð1Þ
i ð~r; tÞ ¼

�1
4pe0c

X
m;n

b†mð0Þbnð0Þmmn
j e�iknmctk3nmeijkr̂k

1

knmr
þ i

k2nmr
2

� 
eiknmr;

ð2:6:25Þ

MULTIPOLAR MAXWELL FIELDS IN THE VICINITY OF A SOURCE 95



the familiar form for the magnetic field of an electric dipole. The properties

of the first-order magnetic field (2.6.25) are identical to those discussed

previously for the linear displacement field operator. In addition, in the near

zone, the displacement field has inverse cube distance dependence while the

magnetic field exhibits r�2 behavior; both fields have an inverse power law
form in the radiation zone.

Higher order contributions to the Maxwell field operators may also be

evaluated, the technical procedure becoming progressively more compli-

cated as the order of iteration increases. The next term in the expansions

of the fields (2.6.11) and (2.6.12) is the one in which operators depend

quadratically upon the electric dipole source. For their evaluation, formulas

for að2ÞðtÞ and bð1Þn ðtÞ and their Hermitian conjugates are required.

Illustrating explicitly for the second-order displacement field, its mode

expansion is given by

d
ð2Þ
i ð~r; tÞ ¼ i

X
~k ; l

�hcke0
2V

� 1=2
eiað2ÞðtÞei~k �~r�iot��eia†ð2ÞðtÞe�i~k �~r þ iot
h i

;

ð2:6:26Þ

where að2ÞðtÞ is obtained from (2.6.7) on inserting bð1Þn ðt0Þ and its adjoint

from (2.6.8). Thus,

að2ÞðtÞ ¼
X
m; n

ck

2e0�hV
� 1=2

mmn
j �ej e

�i~k �~R

�
ðt
0

dt0 eiðomnþoÞt0 ½b†ð0Þm ðt0Þbð1Þn ðt0Þ þ b†ð1Þm ðt0Þbð0Þn ðt0Þ�
ð2:6:27Þ

and

bð1Þn ðtÞ ¼
1

i�h
X
~k ; l

X
p

�hck
2e0V

 !1=2
bpð0Þ

"
mnpj eje

i~k �~Rað0Þ e�iðopn þoÞt�1
ðopnþoÞ

 !

�mnpj �eje
�i~k �~Ra†ð0Þ e�iðopn�oÞt�1

ðopn�oÞ

 !#
; ð2:6:28Þ
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giving for equation (2.6.27), after performing the time integral,

að2ÞðtÞ¼�
X
~k
0
;l0

X
m;n;p

ck

2e0�hV

0
@

1
A
1=2

ck0

2e0�hV

0
@

1
A
1=2

mmn
j �eje

�i~k �~R

�

b†mð0Þbpð0Þ

mnpl e0lei
~k
0 �~Ra0ð0Þ eiðompþo�o0Þt�1

ðopnþo0Þðompþo�o0Þ�
eiðomnþoÞt�1
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where the prime denotes the photonmode ð~k 0;l0Þ. Equation (2.6.29) and its
Hermitian conjugate are substituted into the mode expansion (2.6.26) and

the ð~k;lÞ-mode sum is carried out, producing for the quadratic displace-

ment field the result
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In near-identical fashion, the magnetic field analogue to (2.6.30) is derived

by substituting the expression for að2ÞðtÞ and its Hermitian conjugate into the

mode expansion for the second-order magnetic field
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ð2:6:31Þ
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and executing the mode sum. This leads to the formula
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A noteworthy characteristic of the quadratic fields (2.6.30) and (2.6.32) is

that in contrast to the vacuum and first-order fields, they act in both the

fermion and boson spaces, changing the state of the electron as well as

creating or destroying a quantumof electromagnetic radiation. Expressions

for cubic and higher order electric dipole-dependentMaxwell fieldsmay be

calculated by iterating (2.6.7) and (2.6.8) to third and higher orders,

yielding complicated functions of the dynamical variables.

2.7 HIGHER MULTIPOLE MOMENT MAXWELL FIELDS

For many applications, especially those involving optically active mole-

cules, the electric dipole approximation is no longer valid and the

contribution due to higher multipole moments needs to be included

(Thirunamachandran, 1988; Salam and Thirunamachandran, 1994). Since

individual multipole moment terms are additive in the multipolar frame-

work, it is facile to extract a specific contribution, be it a unique coupling

term or a collection of terms that are of a similar order of magnitude. By

accounting for the spatial variations of the vector potential to first order and

retaining terms linear in the electric charge, the interaction Hamiltonian

now includes electric quadrupole andmagnetic dipole couplings, as well as

the leading electric dipole contribution. Hence, the interactionHamiltonian

in multipolar formalism correct to this order of approximation is written as

Hint ¼ �
X
m; n

b†mðtÞbnðtÞ
�
e�10 ~mmn �~d?ð~R; tÞ

þ~mmn �~bð~R; tÞþ e�10 Qmn
ij
~rjd

?
i ð~R; tÞ

�
; ð2:7:1Þ

98 MOLECULAR QUANTUM ELECTRODYNAMICS: FIELD THEORETIC TREATMENT



where~mmn andQmn
ij arematrix elements of themagnetic dipole and electric

quadrupole moment operators and are defined analogously to that given

previously for ~mmn by equation (2.6.2). The basic forms of the time-

dependent boson and fermion operator equations remain essentially the

same, as given by formulas (2.6.7) and (2.6.8), but are now modified

slightly due to the effects of including higher multipole terms. By retaining

all three coupling terms in expansion (2.7.1), the boson and fermion

operators linear in the electronic charge are

að1ÞðtÞ ¼ ck

2�he0V
� 1=2X

m;n
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j
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The Maxwell fields in the neighborhood of these additional sources are

evaluated in identical fashion to that demonstrated in the previous section

in the electric dipole approximation. In the present case, use is alsomade of

the polarization sum (1.4.58) and the following angular averages,

1

4p

ð �
dij�k̂ik̂j

	
k̂ke

�i~k �~rdW¼� i

k4

��~r2
dijþ~ri

~rj

	
~rk

sinkr

r

¼�i
(�

dij�r̂i r̂j
	
r̂k

coskr

kr
� sinkr

k2r2

 !
þ �dij r̂kþdikr̂jþdjkr̂i�5r̂i r̂j r̂k

	

� � sinkr

k2r2
�3coskr

k3r3
þ 3sin kr

k4r4

 !)
ð2:7:4Þ

HIGHER MULTIPOLE MOMENT MAXWELL FIELDS 99



and
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ð2:7:5Þ

Including the electric dipole term, the first-order electric displacement and

magnetic fields correct up to the electric quadrupole coupling term are
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and
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ð2:7:7Þ
In addition to properties listed in Section 2.6 associated with the dipole-

dependent first-order Maxwell fields, which also apply to equations (2.7.6)

and (2.7.7), it is interesting to note that the electric field of amagnetic dipole

is the negative of the magnetic field of an electric dipole, and the electric

field of an electric dipole is the same as the magnetic field of a magnetic

dipole, with ~mmn replaced by ~mmn in both cases.

Highermultipole contributions to thefields quadratic in the sources are ob-

tained as for the electric dipole case, using the extension of equation (2.6.27),

að2ÞðtÞ ¼
X
m; n

ck

2e0�hV

 !1=2
mmn
j �ej þ 1

c
mmn

j
�bj þð�ikkÞQmn

jk �ej

 !
e�i

~k �~R

�
ðt
0

dt0 eiðomnþoÞt0 ½b†ð0Þm ðt0Þbð1Þn ðt0Þ þ b†ð1Þm ðt0Þbð0Þn ðt0Þ�; ð2:7:8Þ

and formula (2.7.3). Explicit expressions for these higher multipole-

dependent second-order Maxwell fields are given in Appendix A.
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2.8 MAXWELL FIELDS OF A DIAMAGNETIC SOURCE

In many situations, the observable of a quantum mechanical operator is

proportional to the square of the magnetic field ~bð~rÞ. In such cases, the

Maxwell fields of the leading order diamagnetic coupling term should be

included for the sake of consistency. To lowest order, this interaction term

is also quadratic in ~bð~rÞ. Its evaluation is carried out in what follows. It

extends work of the previous section and the results of Appendix A, in

which the electric displacement field and the magnetic field in the neigh-

borhood of an electric dipole, quadrupole, and magnetic dipole moment

were computed to second order in the source. Demanding that the dia-

magnetic coupling term be accounted for is also justified by the fact that it

is of a similar order of magnitude to electric quadrupole and magnetic

dipole couplings and can also be shown to arise when spatial variations of

the vector potential are taken to higher orders.

In a second quantized representation, the lowest order diamagnetic

interaction for a source located at ~R is

Hdia
int ¼

e2

8m

ð
�fð~qÞ�ð~q�~RÞ �~bð~RÞ�2fð~qÞd3~q: ð2:8:1Þ

With this as the sole coupling term and on rewriting the vector cross-

product between operators~q and~bð~rÞ as�ð~q�~RÞ �~bð~RÞ�
i
¼ eijkð~q�~RÞjbkð~RÞ; ð2:8:2Þ

the total Hamiltonian after inserting the mode expansion for~bð~rÞ is

Hmult ¼
X
n

b†nbnEnþ
X
~k ; l

a†a�ho� e2

8m
eijpeklp

X
~k ; l
~k
0
; l0

X
m; n

�hk
2e0cV

 !1=2

�
�hk0

2e0cV

 !1=2
b†mbn½ð~q�~RÞið~q�~RÞk�mn

� �bjaei~k �~R��bja†e�i~k �~R	ðb0la0ei~k 0 �~R��b0la0†e�i~k 0 �~RÞ:
ð2:8:3Þ

In equation (2.8.3), ½ð~q�~RÞið~q�~RÞk�mn
is the mnth matrix element of the

product of position operators. All photonmode dependence of themagnetic

polarization vectors and boson creation and annihilation operators has

been suppressed for notational brevity and all time dependence is implicit.

As in Section 2.6, the Heisenberg operator equations of motion are

calculated using the total Hamiltonian (2.8.3) and the commutation

MAXWELL FIELDS OF A DIAMAGNETIC SOURCE 101



relation (2.6.5) and the anticommutator (2.6.6). For the boson and fermion

operators, respectively, these are found to be
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and
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For the solution of the electric displacement and magnetic fields due to a

diamagnetic source, it is clear that only the zeroth-order term of adiaðtÞ,
equation (2.8.4), is needed since in this approximation the time-dependent

boson operator is second order in electronic charge. This leading term is

obtained on inserting fermion and boson raising and lowering operators

at their initial time t¼ 0, that is, b†mð0Þ, bnð0Þ, a0†ð0Þ, and a0ð0Þ are
substituted into expression (2.8.4). Integrating with respect to time and

letting ~R ¼ 0 results in

adiaðtÞ ¼ � ie2
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" #( )
:
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Substituting equation (2.8.6) into the mode expansion for the transverse

electric displacement field (2.6.9), the diamagnetic contribution is

d
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Performing the usual sum over polarizations and angular average leads to
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Integrating subject to the causality requirement that the field vanish for

r> ct and taking the diagonal matrix element of the electronic operators

results in the field
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Similarly, for the diamagnetic contribution to the magnetic field, after

substituting relation (2.8.6) into themode expansion for the~b-field (2.6.10),
carrying out the mode sum yields

b
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This, along with results in the two previous sections and in Appendix A,

completes the formal derivation of theMaxwell field operators correct up to

second order in the electronic charge.

2.9 ELECTROMAGNETIC ENERGY DENSITY

Itwas shown inSection 1.4 that theHamiltonian density for the free radiation

field equation (1.4.25) expressed in terms of the vector potential and its

canonically conjugate momentum is equivalent to the energy density of

the electromagnetic field, ðe0=2Þð~e2þ c2~b
2Þ. Having now calculated the

multipolar formalism Maxwell field operators in the vicinity of an electric

dipolesourcemoment,theelectricandmagneticcontributionstotheThomson

energy density due to such a source may be evaluated (Power and Thiruna-

machandran, 1992). The importance of the energy density lies in its relation

to the intermolecular potential between a pair of polarizable molecules,

which arises when a test body is placed in the radiation field of the source.

Since the electric displacement field~d ð~rÞ is purely transverse in a neutral
system, because the divergence of~d ð~rÞ vanishes, e0~etotð~rÞ ¼ ~d

?ð~rÞ outside
the sources due to the fact that the total electric polarization field~pð~rÞ is
local. Hence, the electric energy density operator is given by
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ð0Þ
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h i
ð2:9:1Þ

on expanding the field in successive powers of the transition dipole correct

up to second order in the sourcemoment. The important contributions to the

electric energy density arise from the last three terms of the product written

in equation (2.9.1). It is clear that the first term cannot contribute since the

free field is independent of the source. The two terms involving the product

of the zeroth- and first-order fields likewise do not contribute to the

expectation value for a state with a constant number of photons. The first

term to be retained in any calculation of the energy density is that arising

from the product of the field linear in the electric dipole moment. To this is

added the term due to the interference of the vacuum and quadratic field,

since this is also proportional to the square of the source dipole moment.
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For a molecular state jpi and the radiation field in the vacuum state, the

expectation value of the electric energy density involves calculating

1

2e0
h0ð~k;lÞ;pjðdð1Þi d

ð1Þ
i þd

ð0Þ
i d

ð2Þ
i þd

ð2Þ
i d
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i Þjp;0ð~k;lÞi: ð2:9:2Þ

Recalling that the first-order field operates only in the electron Fock space,

use of expression (2.6.21) for a dipole source situated at the origin gives for

the first term of (2.9.2)
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X
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where FijðkrÞ is the tensor field
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For the evaluation of the last two terms of formula (2.9.2), advantage is

taken of the fact that thevacuumfield does not change the electronic state of

themolecule so that the diagonalmatrix element over the fermion statemay

be taken for the quadratic field (2.6.30). For the molecular state jpi, the
matrix element can be expressed as

hpjdð2Þi ð~r; tÞjpi ¼
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As a result, the second-order displacement field, like the free field, operates

exclusively in the boson space, so that the contribution to the electric energy

density from the interference of these fields is
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Concentrating on the first term of (2.9.7), the polarization sum is carried out

using the identity (1.4.56), the~k-sum is converted to an integral via relation

(1.4.55), and the angular average is done using equations (2.4.16) and

(2.9.4) to give

�hc
32p2e0

1

2pi

ð1
0

dkk3½FikðkrÞ��FikðkrÞ��Fki: ð2:9:8Þ

Substituting the tensor field (2.9.6) and collecting terms with identical

denominator, (2.9.8) can be written as

1

32p2e0

X
n

mpnj mnpk
PV

2pi

ð1
0

dk k3

�

½FikðkrÞ��FikðkrÞ�½k3�FijðkrÞ�k3np�FijðknprÞeiðknp�kÞct�
ðknp�kÞ

þ ½FikðkrÞ��FikðkrÞ�½k3�FijðkrÞ�k3pn�FijðkpnrÞeiðkpn�kÞct�
ðknpþkÞ

8>>>>><
>>>>>:

9>>>>>=
>>>>>;

¼� 1

32p2e0

X
n

mpnj mnpk
PV

2pi

ð1
0

dk k3

k�knp �k
3�f ikðkrÞ�f ijðkrÞe�2ikr

�

�k3np fikðkrÞ�f ijðknprÞeikðr�ctÞeikpnðr�ctÞ þk3np
�f ikðkrÞ�f ijðknprÞe�ikðrþctÞeikpnðr�ctÞ

�

þ 1

32p2e0

X
n

mpnj mnpk
PV

2pi

ð1
0

dk k3

k�kpn �k
3�f ikðkrÞ�f ijðkrÞe�2ikr

�

�k3pnfikðkrÞ�f ijðkpnrÞeikðr�ctÞe�ikpnðr�ctÞ þk3pn
�f ikðkrÞ�f ijðkpnrÞe�ikðrþctÞe�ikpnðr�ctÞ

�
;

ð2:9:9Þ
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where use has been made of the j,k-index symmetry to eliminate the term

without an exponential dependence. Expression (2.9.9) contains both

time-independent and time-dependent terms. The abbreviation PV

denotes the Cauchy principal value, which is taken since exact resonances

are excluded in the k-integral whenmaking the continuum approximation

to the mode sum. The evaluation of the integral depends on the sign of kpn
and is carried out by transforming the integral from one along the real axis

to one along the imaginary axis in the complex plane. For a state for which

Ep > En; after making the substitution k¼�iu, the time-independent part

of (2.9.9) is

1

64p2e0

X
n

mpnj mnpk k6pn
�f ijðkpnrÞfikðkpnrÞ

þ 1

32p3e0

X
n

mpnj mnpk

ð1
0

duu6e�2ur

u2þk2pn
kpn fijðiurÞfikðiurÞ:

ð2:9:10Þ

The time-dependent part is given by

1

64p3e0

X
n

mpnj mnpk ð�kpnÞ3
ð1
0

duu3 �f ijðknprÞeikpnðr�ctÞfikð�iurÞ
e�ucðt�r=cÞ

uþ ikpn

"

��f ijðknprÞeikpnðr�ctÞ�f ikð�iurÞ
e�ucðtþ r=cÞ

uþ ikpn
þ�f ijðkpnrÞeiknpðr�ctÞfikð�iurÞ

�e�ucðt�r=cÞ

u�ikpn �
�f ijðkpnrÞeiknpðr�ctÞ�f ikð�iurÞ

e�ucðtþ r=cÞ

u�ikpn

#
: ð2:9:11Þ

Because the exponents decrease for large times, the integrals in (2.9.11)

tend to zero for t� r=c. Also, over a fixed time period, the average of the

time-dependent contribution vanishes due to the modulation factors

e�ikpnct. These oscillatory terms are ignored henceforth. Returning to

expression (2.9.9) and evaluating the integral for the case knp > 0, the

pole contribution is

� 1

64p2e0

X
n

mpnj mnpk k6pn
�f ikðkpnrÞfijðkpnrÞ; ð2:9:12Þ

ELECTROMAGNETIC ENERGY DENSITY 107



on using the fact that

fijð�krÞ ¼ ��f ijð�krÞ; ð2:9:13Þ

a relation easily obtainable from definition (2.9.4). Further, from the

definition of the tensor field FijðkrÞ, it is a simple matter to obtain this

quantity for thecomplexvariablek¼ iu,whichoccurs inequations(2.9.10)

and (2.9.11) and will be convenient for future use. Thus,

FijðiurÞ ¼ i

u3

��~r2
dijþ~ri

~rj

	e�ur
r
¼ fijðiurÞe�ur; ð2:9:14Þ

where

fijðiurÞ ¼ i ðdij�r̂i r̂jÞ 1
ur
þðdij�3r̂i r̂jÞ 1

u2r2
þ 1

u3r3

� 
 �
; ð2:9:15Þ

from which the following useful identities easily ensue:

fijð�iurÞ ¼ �f ijð�iurÞ ¼ ��f ijð�iurÞ: ð2:9:16Þ

For knp > 0, the u-integral part is identical to that appearing in the second

termof (2.9.10), inwhich the relations given in (2.9.16) have been applied.

It is important to note that the first term of (2.9.10) has the same sign as the

corresponding term arising from the first-order fields (2.9.3). For those

states n with En > Ep; however, the pole contribution has opposite sign

as indicated by (2.9.12). It is interesting to note the cancellation of the pole

term arising when knp > 0 with the contribution (2.9.3). The reinforcing

and canceling of pole contributions from the zeroth- and second-order

fields with terms from the product of the first-order fields is a striking

characteristic and is a direct consequence of the inclusion of the second-

order field.

Since the second term of (2.9.7) is the complex conjugate of the first, the

total contribution to the electric energy density due to an electric dipole

source is

1

16p2e0

X
n

Ep>En

mpnj mnpk k6pn
�f ikðkpnrÞfijðkpnrÞþ

1

16p3e0

X
n

AllEn

mpnj mnpk

�
ð1
0

du u6e�2ur

u2þ k2pn
kpn fijðiurÞfikðiurÞ: ð2:9:17Þ
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This result holds for transitions from the initial state jpi with summation

carried out over a complete set of intermediate states jni for an oriented

dipole source. When the initial state is the ground state, only the second

term of (2.9.17) survives,

�hc
32p3e0

ð1
0

du u6e�2urajkðiuÞ ðdjk�r̂j r̂kÞ 1

u2r2
þ 2

u3r3
þ 2

u4r4

� 


þðdjkþ 3r̂j r̂kÞ 1

u4r4
þ 2

u5r5
þ 1

u6r6

� �
; ð2:9:18Þ

where

aijðiuÞ ¼ 2
X
n

kn0m0ni mn0j
�hcðk2n0þ u2Þ ð2:9:19Þ

is the ground-state dynamic polarizability expressed in terms of imaginary

wavevector. For an isotropic source, the ground-state energy density is

�hc
16p3e0

ð1
0

du u6e�2uraðiuÞ 1

u2r2
þ 2

u3r3
þ 5

u4r4
þ 6

u5r5
þ 3

u6r6


 �
;

ð2:9:20Þ
where aðiuÞ ¼ ð1=3ÞdijaijðiuÞ is the rotationally averaged polarizability,

obtained using result (B.4) of Appendix B. It is instructive to examine the

asymptotic behavior of result (2.9.20) in the limits of large and small

distances r. In the far-zone limit, r is much larger than the characteristic

wavelength ofmolecular transitions, that is,kn0r� 1.After performing the

u-integral using the result

ð1
0

xne�hxdx ¼ n!h�n�1; Re h > 0; ð2:9:21Þ

the far-zone asymptote is

23�hcað0Þ
64p3e0r7

; ð2:9:22Þ

where að0Þ is the static polarizability and corresponds to theo! 0 limit of

expression (2.9.19). In the near zone, r is much smaller than the reduced

transition wavelength, that is, kn0r	 1. Retaining the leading term after
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setting the exponential factor to unity in equation (2.9.20) yields, for the

short-range asymptote, the limit

1

16p2e0r6
X
n

j~m0nj2; ð2:9:23Þ

which is the familiar electric energydensity of a static electric dipole source.

Returning to the result (2.9.17) applicable to an excited-state molecule,

the first term is interpreted as an additional contribution to the energy

density arising from real photon emission. After multiplying the geometric

tensors, this first term is

1

16p2e0

X
n

Ep>En

mpnj mnpk k6pn ðdjk�r̂j r̂kÞ
1

k2pnr
2
� 2

k4pnr
4

 !"

þðdjkþ 3r̂j r̂kÞ 1

k4pnr
4
þ 1

k6pnr
6

 !#
; ð2:9:24Þ

which on orientational averaging using result (B.4) produces

1

24p2e0

X
n

Ep>En

j~mpnj2k6pn
1

k2pnr
2
þ 1

k4pnr
4
þ 3

k6pnr
6

" #
: ð2:9:25Þ

At large values of r, this term has an inverse square asymptotic limit,

confirming the interpretation of its origin. In a large spherical shell of unit

thickness, the energy is

1

6pe0

X
n

Ep>En

j~mpnj2k4pn; ð2:9:26Þ

and is independent of the radius of the shell. The r�2 term of (2.9.25)

obviously dominates the density in the far zone as the second term

of (2.9.17) was shown to produce an r�7 dependence in this limit, as

in (2.9.22), where the static polarizability is now that for an excited source.

Both terms of the energy density (2.9.17), however, exhibit an r�6

dependence in the near zone with the contribution of the first term, found

from (2.9.25), given by

1

8p2e0r6
X
n

Ep>En

j~mpnj2; ð2:9:27Þ
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while the contribution from the u-integral term differs in sign for upward

relative to downward transitions from jpi, and is

� 1

16p2e0r6
X
n

Ep>En

j~mpnj2þ 1

16p2e0r6
X
n

Ep<En

j~mpnj2: ð2:9:28Þ

A direct manifestation of the electromagnetic energy density is the

intermolecular interaction energy of a test polarizable body placed in the

radiation fields of the source. Hence, the response of a polarizable test

molecule in the ground state, with static electric dipole polarizability

atestð0Þ, to the far-zone limit (2.9.22) is

� 1

2e20
atestð0Þ~d?2ð~rÞ ¼ � 23�hc

64p3e20r7
atestð0Það0Þ; ð2:9:29Þ

which is recognizable as theCasimir–Polder dispersion energy shift at large

separation distances (Casimir and Polder, 1948). The far-zone response of

a test body to the radiation field giving rise to an energy density due to an

excited source is found from (2.9.25) to be

� 1

24p2e20r2
X
n

Ep>En

j~mpnj2atestð0Þk4pn; ð2:9:30Þ

while from equations (2.9.27) and (2.9.28), the near-zone shift is

� 1

16p2e20r6
X
n

AllEn

j~mpnj2atestð0Þ ð2:9:31Þ

andhas theformofaLondon-typedispersionpotential,alsoobtainableusing

electrostatic coupling. In Chapter 5, the pair interaction energy between

polarizable molecules in either ground or excited states is calculated from

first principles using the Heisenberg fields in a response theory formalism.

The second contribution to the energy density of the electromagnetic

field arises from the magnetic field. The calculation is similar to that

outlined for the electric dipole-dependent displacement field and only the

main results are presented.

Correct to second order in ~m, the magnetic energy density is

1

2
e0c2½~bð~r; tÞ�2 
 1

2
e0c2 ~b

ð1Þð~r; tÞ �~bð1Þð~r; tÞþ~bð0Þð~r; tÞ �~bð2Þð~r; tÞ
h

þ~bð2Þð~r; tÞ �~bð0Þð~r; tÞ
i
: ð2:9:32Þ
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Application of expression (2.6.24) gives, for the expectation value for

the product of the first-order fields evaluated over the state jp; 0ð~k; lÞi,
the form

1

2
e0c2

X
n

h pjbð1Þi ð~r; tÞjnihnjbð1Þi ð~r; tÞjpi

¼ 1

32p2e0

X
n

mpnj mnpk k6pn
�GijðkpnrÞGikðkpnrÞ; ð2:9:33Þ

where

GijðkrÞ ¼ i

k2
eijk~rk

eikr

r
¼ �eijkr̂k 1

kr
þ i

k2r2


 �
eikr ¼ gijðkrÞeikr:

ð2:9:34Þ
As for the tensor fieldFijðkrÞ, for future use it is convenient towrite the form
of the GijðkrÞ tensor in terms of the complex wavevector k¼ iu. From the

definition (2.9.34), one easily finds that

GijðiurÞ ¼ 1

iu2
eijk~rk

e�ur

r
¼ ieijkr̂k

1

ur
þ 1

u2r2


 �
e�ur ¼ gijðiurÞe�ur:

ð2:9:35Þ
It is readily verified from the last two equations that

gijð�krÞ ¼ ��gijð�krÞ ð2:9:36Þ
and

gijðiurÞ ¼ �gijð�iurÞ ¼ ��gijðiurÞ: ð2:9:37Þ

Taking the matrix element of the magnetic field operator quadratic in~m,
given by (2.6.32), over the molecular state jpi results in~bð2Þð~r; tÞ operating
in the photon space only,

hpjbð2Þi ð~r; tÞjpi ¼
i

4pe0

X
~k ;l

�hk
2e0cV

� 1=2
ekað0Þe�iotGki��eka†ð0Þeiot�Gki

� �
;

ð2:9:38Þ
where the tensor field Gki is defined in terms of the dipole moment

and GikðkrÞ (2.9.34), analogously to Fki given by (2.9.6) for the
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displacement field,

Gki ¼
X
n

mpnj mnpk
Enp��ho k3GijðkrÞ�

X
n

mpnj mnpk
Enp��ho k3npGijðknprÞeiðkpn þ kÞct

þ
X
n

mpnk mnpj
Enpþ�ho k3GijðkrÞ�

X
n

mpnk mnpj
Enpþ�ho k3pnGijðkpnrÞe�iðkpn�kÞct:

ð2:9:39Þ
Employing the mode expansion for the free magnetic field (2.6.14), along

with equation (2.9.38), gives for the last two terms of (2.9.32)

c

8pe0

X
~k ; l

�hk
2V

� 
bie

i~k �~r�ek�Gkiþ ekGki
�bie
�i~k �~r

h i
ð2:9:40Þ

for the expectation value taken over the state jp; 0ð~k; lÞi. Carrying out the
mode sum in (2.9.40) and adding it to the contribution from the first-order

fields (2.9.33) produces for the magnetic energy density of an oriented

electric dipole source the expression

1

16p2e0

X
n

En<Ep

mpnj mnpk k6pn�gijðkpnrÞgikðkpnrÞ

� 1

16p3e0

X
n

AllEn

mpnj mnpk

ð1
0

du u6e�2ur

u2þ k2pn
kpngijðiurÞgikðiurÞ: ð2:9:41Þ

When the molecule is in the ground state, only the u-integral remains,

�hc
32p3e0

ð1
0

du u6e�2urajkðiuÞgijðiurÞgikðiurÞ; ð2:9:42Þ

which for an isotropic source reduces to

�
�hc

16p3e0

ð1
0

du u6e�2uraðiuÞ 1

u2r2
þ 2

u3r3
þ 1

u4r4


 �
; ð2:9:43Þ

on using the result (B.4) and which has the far-zone asymptote

� 7�hcað0Þ
64p3e0r7

: ð2:9:44Þ
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After expanding the tensors in the first term of the magnetic energy

density (2.9.41) and rotationally averaging, the additional contribution to

the energy density due to downward transitions is

1

24p2e0

X
n

Ep>En

j~mpnj2k6pn
1

k2pnr
2
þ 1

k4pnr
4

" #
; ð2:9:45Þ

exhibiting r�2 and r�4 far- and near-zone behavior, respectively. The

response of a magnetically susceptible test body to the far-zone lim-

it (2.9.44) then readily gives the dispersion interaction energy between

an electric and a magnetic dipole polarizable pair of molecules,

� 1

2e0c2
wtestð0Þ~b

2 ¼ 7�h
64p3e20cr7

wtestð0Það0Þ; ð2:9:46Þ

where wtestð0Þ is the isotropic static magnetic dipole susceptibility,

wð0Þ ¼ 2

3

X
n

j~m0nj2
En0

: ð2:9:47Þ

Interestingly, the energy shift (2.9.46) is repulsive. For a source in an

electronic excited state, the near- and far-zone interaction energies are

found using (2.9.45) to be

� 1

48p2e20c2r4
X
n

Ep>En

j~mpnj2wtestð0Þk2pn ð2:9:48Þ

and

� 1

24p2e20c2r2
X
n

Ep>En

j~mpnj2wtestð0Þk4pn: ð2:9:49Þ

The electric and magnetic contributions to the electromagnetic energy

density due to an electric dipole source have been evaluated using the

quantum electrodynamical Maxwell field operators. Not only were the

vacuum and linear fields required, but also the displacement and magnetic

fields second order in~m were needed to be employed to correctly account

for all terms quadratic in the source moment. Each resulting expression for

the energy density is made up of two terms: a u-integral term and the other

valid only for downward transitions from an initially excited state. This last

type of contribution dominates the density at large field point distances
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from the source, displaying an inverse square dependence due to emission

of a real photon. The energy density arising from the fields is directly

observable as an intermolecular energy shift when a test polarizable species

is placed in the fields of the source.

2.10 POYNTING’S THEOREM AND POYNTING VECTOR

The law describing the conservation of energy of the electromagnetic field

may be formulated in terms of a theorem, due originally to Poynting

(Jackson, 1963). Consider thework done by an external radiation field~eð~rÞ
and~bð~rÞ on a single charge e. It is given by e _~q �~eð~rÞ or~jð~rÞ �~eðrÞ; having the
dimensions of power per unit volume, where~jðrÞ is the current density.

Because the magnetic force is orthogonal to the velocity of the charge _~q,
no work is done by~bð~rÞ. Recalling from Section 1.4 that the direction of

propagation of a plane electromagnetic wave is given by~eð~rÞ �~bð~rÞ, its
divergence, using the vector identity

~r � ð~A �~BÞ ¼ ~B � ð~r�~AÞ�~A � ð~r�~BÞ; ð2:10:1Þ
is

~r � ð~eð~rÞ �~bð~rÞÞ ¼~bð~rÞ � ð~r�~eð~rÞÞ�~eð~rÞ � ð~r�~bð~rÞÞ: ð2:10:2Þ

Substituting for ~r�~eð~rÞ and ~r�~bð~rÞ from the last two microscopic

Maxwell field equations (1.3.7) and (1.3.8) produces

~r � ~eð~rÞ �~bð~rÞ
h i

¼ �~bð~rÞ � @
~bð~rÞ
@t
� 1

c2
~eð~rÞ � @~eð~rÞ

@t
� 1

e0c2
~eð~rÞ �~jð~rÞ

¼ � 1

2

@

@t

1

c2
~e2ð~rÞþ~b2ð~rÞ

" #
� 1

e0c2
~eð~rÞ �~jð~rÞ:

ð2:10:3Þ
Defining the electromagnetic energy density by uð~rÞ ¼ ð1=2Þe0½~e2ð~rÞþ
c2~b

2ð~rÞ� and the Poynting vector by ~Sð~rÞ ¼ e0c2½~eð~rÞ �~bð~rÞ�,
equation (2.10.3) can be written as the conservation law or continuity

equation in differential form,

@uð~rÞ
@t
þ ~r �~Sð~rÞ ¼ �~eð~rÞ �~jðrÞ; ð2:10:4Þ
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assuming a linear, isotropic, and homogeneous medium. The right-hand

side of equation (2.10.4) represents the rate of conversion of electromag-

netic energy per unit volume tomechanical or thermal energy, which in turn

is balanced by the two terms on the left-hand side, the rate of change of

energy per unit volume plus the total outward flow of energy per unit time

across a surface bounding the volume. The Poynting vector is commonly

interpreted as the flow of energy at a point in the field, that is, the energy

crossing per unit area per unit timewhose normal is pointing in the direction

of~eð~rÞ �~bð~rÞ.~Sð~rÞ is arbitrary to the extent that the curl of any vector field
may be added to it without altering any physical consequences, since the

divergence of the Poynting vector appears in the conservation law (2.10.4).

When integrated over a closed surface, the Poynting vector gives the total

outward flow of energy per unit time. Relation (2.10.4) can also be written

in integral form by integrating over a volumeV bounded by a surface Swith

element da and normal vector~n after applying the divergence theorem to

the Poynting vector term. Thus,ð
V

@uð~rÞ
@t

d3~rþ
ð
S

~Sð~rÞ �~nda ¼ �
ð
V

~eð~rÞ �~jð~rÞd3~r: ð2:10:5Þ

In quantum mechanics, the Poynting vector is a Hermitian operator

given by

~Sð~r; tÞ ¼ 1

2
e0c2 ~etotð~r; tÞ �~bð~r; tÞ�~bð~r; tÞ �~etotð~r; tÞ

h i
; ð2:10:6Þ

in which the time dependence is shown explicitly. The quantum electro-

dynamical Maxwell field operators due to an electric dipole source

calculated earlier in this chapter can be used to evaluate the rate of energy

flux in a radiation field (Power and Thirunamachandran, 1992). Equa-

tion (2.10.6) may be expressed in terms of multipolar framework variables

by remembering that for a neutral molecule the total electric field is

proportional to the transverse displacement vector outside the source, so

that the ith component of the Poynting vector is

Sið~r; tÞ ¼ 1

2
c2eijk d?j ð~r; tÞbkð~r; tÞþ bkð~r; tÞd?j ð~r; tÞ

h i
: ð2:10:7Þ

For the molecule in an excited electronic state jpi and the radiation field

in the vacuum state, the expectation value of (2.10.7), after expanding the

fields in powers of the electric dipole moment and concentrating only on
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terms second order in ~m as before, is calculated from

h0ð~k;lÞ;pjSið~r; tÞjp;0ð~k;lÞi
¼ 1

2
c2eijkh0ð~k;lÞ;pjðdð0Þj þd

ð1Þ
j þd

ð2Þ
j þ �� � Þ

�ðbð0Þk þb
ð1Þ
k þb

ð2Þ
k þ �� � Þjp;0ð~k;lÞiþc:c:


 1

2
c2eijkh0ð~k;lÞ;pjðdð1Þj b

ð1Þ
k þd

ð2Þ
j b

ð0Þ
k þd

ð0Þ
j b

ð2Þ
k jp;0ð~k;lÞiþc:c:;

ð2:10:8Þ
where c.c. denotes the complex-conjugate term. The contribution arising

from the product of the first-order fields is found to be

1

2
c2eijkh0;pjdð1Þj ð~m;~r; tÞbð1Þk ð~m;~r; tÞþb

ð1Þ
k ð~m;~r; tÞdð1Þj ð~m;~r; tÞjp;0i

¼ 1

2
c2eijk

X
n

½hpjdð1Þj jnihnjbð1Þk jpiþhpjbð1Þk jnihnjdð1Þj jpi�

¼ c

32p2e0
eijk
X
n

mpnl mnpm k6pn
�
�f jlðkpnrÞgkmðkpnrÞþ�gkmðkpnrÞfjlðkpnrÞ

�
:

ð2:10:9Þ
For the computation of the last two terms of expression (2.10.8), use ismade

of the diagonal electron Fock space matrix elements of the quadratic

displacement and magnetic fields (2.9.5) and (2.9.38), producing

1

2
c2eijk

X
~k ;l

�h0ð~k;lÞ;pjdð0Þj jp;1ð~k;lÞih1ð~k;lÞ;pjbð2Þk ð~m~mÞjp;0ð~k;lÞi

þh0ð~k;lÞ;pjdð2Þj ð~m~mÞjp;1ð~k;lÞih1ð~k;lÞ;pjbð0Þk jp;0ð~k;lÞi
�þc:c:

¼
X
~k ;l

�hc2k
16pe0V

 !
eijk eje

i~k �~r�em�GmkþemFmj
�bke
�i~k �~r

h i
þc:c:

ð2:10:10Þ
The mode sum is carried out in the usual way. In contrast to the calculation

of the energy density at the analogous step, the wavevector integration

occurring in the Poynting vector can be evaluated exactly for the terms

independent of time by extending the limits of integration to (�1, 1).

Hence, there are no u-integral terms appearing in the results of the present
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calculation. The contribution from (2.10.10) is found to be

c

32p2e0
eijk
X
n

sgnðkpnÞmpnl mnpm k6pn½�f jlðkpnrÞgkmðkpnrÞþ�gkmðkpnrÞfjlðkpnrÞ�;

ð2:10:11Þ
where sgn(x) is the signum function of x. When this is added to the term

obtained from the first-order fields (2.10.9), the Poynting vector of an

oriented source is

Sið~r;tÞ¼ c

16p2e0
eijk
X
n

Ep>En

mpnl mnpm k6pn½�f jlðkpnrÞgkmðkpnrÞþ�gkmðkpnrÞfjlðkpnrÞ�

¼ c

8p2e0r2
eijkekmnr̂m

X
n

Ep>En

mpnl mnpm k4pnðdjl�r̂j r̂lÞ; ð2:10:12Þ

in which only r�2-dependent terms remain after simplifying the geometric

tensors. It is interesting that only downward transition terms contribute to the

energy flow, the respective terms from upward transitions from jpi arising from
contributions (2.10.9) and (2.10.11) have opposite signs and cancel exactly on

addition. This aspect also featured in the calculation of the pole terms in the

computation of the electromagnetic energy density. After orientational aver-

aging and contracting the tensors, the Poynting vector (2.10.12) becomes

hSið~r; tÞi¼ c

12p2e0r2
X
n

Ep>En

j~mpnj2k4pnr̂i ð2:10:13Þ

from which the rate of energy loss out of a sphere at any radius r is

4pr2r̂ihSið~r;tÞi¼ c

3pe0

X
n

Ep>En

j~mpnj2k4pn: ð2:10:14Þ

The r�2 separation distance dependence in (2.10.13) is consistent with the
conservation of energy requirement that the energy flow through a spherical

surface be independent of the radius, as is evident from the result (2.10.14).

The rate of flow of electromagnetic energy from a radiating electric

dipole source (2.10.14) can be calculated from the decay rate of a

molecule undergoing spontaneous emission from an excited state (Craig

and Thirunamachandran, 1989). This is done by determining the matrix

element for the spontaneous emission of a photon from an excited

molecule and inserting it into the Fermi golden rule, from which the

power loss through a spherical surface by spontaneous emission may be

obtained, as shown below.
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Consider a molecule initially in an excited state jpi with no photons

present. From the form of the quantum electrodynamical Hamiltonian,

radiation andmatter are perpetually inmutual interaction, evenwhen either

one or both components of the system are in their lowest possible energy

states. From state jpi, the molecule decays via spontaneous emission to a

lower lying level jni, in the process emitting a photon with arbitrary mode

character ð~k; lÞ. jni can be themolecular ground state j0i. To first order, the
matrix element for the transition between initial and final states

jEn; 1ð~k; lÞi jEp; 0ð~k; lÞi; with use of the electric dipole approximated

interaction Hamiltonian Hint ¼ �e�10 ~m �~d?ð~rÞ, is

Mfi ¼ i
X
n

Ep>En

�hck
2e0V

� 1=2

�e
ðlÞ
i ð~kÞmnpi e�i

~k �~r ; ð2:10:15Þ

from which the emission rate into an element of solid angle dW centered

around thewavevector of the emitted photon, after rotational averaging and

using the Fermi golden rule equation (1.9.33), is

hdGðWÞi ¼
X
n

Ep>En

2pr
3�h

�  �hck
2e0V

� 
j~mpnj2; ð2:10:16Þ

where r is the density of final states. Making use of the fact that the number

ofmodes of wavevector between~k and~kþ d~k in a volumeV from equation

(1.4.13) is

V

ð2pÞ3 d
3~k ¼ V

ð2pÞ3 k
2 dk dW ð2:10:17Þ

in spherical polar coordinates, the number of levels per unit energy interval

lying between �hck and �hcðkþ dkÞ is then

r ¼ k2V dW
�hcð2pÞ3 : ð2:10:18Þ

Inserting (2.10.18) into equation (2.10.16) and integrating over all possible

angles of emission dW, along with summation over the two independent

polarizations of the emitted photon, gives for the total rate the expression

Gn p ¼
X
n

Ep>En

k3pn

3pe0�h j~m
pnj2; ð2:10:19Þ
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since the energy of the emitted photon is conserved subject to

Enpþ�hck 
 0. The rate (2.10.19) is more familiar as the Einstein A

coefficient. The power loss through a spherical surface by spontaneous

emission is given by �hckpn multiplied by the rate (2.10.19). This is seen to

be identical to the Poynting vector (2.10.14). The inclusion of the con-

tribution to the Poynting vector arising from the interference of the

quadratic Heisenberg fields with the zeroth-order fields has been shown

to be critically important because the energy flow from the product of the

first-order fields gives only one half of the spontaneous power rate.
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CHAPTER 3

INTERMOLECULAR FORCES

. . . the theory behind chemistry is quantum electrodynamics.

—R. P. Feynman, QED: The Strange Theory of Light and Matter,

Princeton University Press, Princeton, NJ, 1985, p. 8.

3.1 CONCEPT OF INTERMOLECULAR POTENTIAL

The forces between atomic and molecular systems are responsible for the

overwhelming majority of chemical and physical properties exhibited by

matter (Hirschfelder, 1967; Margenau and Kestner, 1969; Maitland et al.,

1981). Their evaluation entails the computation of interaction energies

between constituent particles comprising the total system, a complex

many-body problem in and of itself. At the quantum mechanical level,

this is achieved by solving the Schr€odinger equation for a total Hamiltonian

that is a sum of the individual molecular Hamiltonians and the Coulomb

interaction between all of the charged particles within each component of

the total system. Such a Hamiltonian is constructed as follows.

Consider a system of N nuclei x and n electrons a of masses Mx and

ma¼me, whereme is the mass of an electron, described by position vectors

Molecular Quantum Electrodynamics, by Akbar Salam
Copyright � 2010 John Wiley & Sons, Inc.
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~Rx and ~ra, respectively. Let the distance between nuclei x and x0

be Rxx0 ¼ j~Rxx0 j ¼ j~Rx�~Rx0 j, that between electron a and nucleus x
be rax ¼ j~ra�~Rxj, and the separation between electrons a and a0 be

raa0 ¼ j~ra�~ra0 j. The nonrelativistic molecular energy Emol, and the wave-

function Yð~Rx;~raÞ—a function of nuclear and electronic coordinates, for

such a collection of charged particles, is obtained by solving the time-

independent Schr€odinger equation

HmolYð~Rx;~raÞ ¼ EmolYð~Rx;~raÞ; ð3:1:1Þ
where Hmol is the molecular Hamiltonian operator. For the situation just

described, Hmol is given explicitly by

Hmol ¼ �
XN
x¼1

�h2
2Mx

~r2
x�
Xn
a¼1

�h2
2me

~r2
a

þ e2

4pe0

XN
x;x0¼1

x0>x

ZxZx0

Rxx0
�
XN
x¼1

Xn
a¼1

Zx

rax
þ
Xn
a;a0¼1

a0>a

1

raa0

8><
>:

9>=
>;;

ð3:1:2Þ

where Zx is the charge of nucleus x, e is the charge of the proton, and the

Laplacians ~r2

x and ~r2

a operate on nuclear and electronic coordinates,

respectively. Each of the five terms of (3.1.2) has a simple physical

interpretation. The first term represents the operator for the kinetic energy

of the nuclei, while the second term is the operator for the kinetic energy of

the electrons. The first and last termswithin braces account for the potential

energy of repulsions between the nuclei and between the electrons,

respectively. Finally, the second term within braces describes the Coulomb

attraction between the electrons and the nuclei.

Solution of the general eigenvalue equation (3.1.1) with Hamiltonian

(3.1.2) presents a formidable problem.An exact solution is possible only for

the simplest element, the hydrogen atom comprising a single proton and

electron. In all other cases, approximate methods of solution have to be

resorted to. One possible simplification lies in exploiting the considerable

difference in mass between nuclei and electrons, for which Mx � me.

Accordingly the electrons, being significantly less massive, move much

faster than the nuclei, which to a first approximation may be taken to be

stationary. With the nuclei fixed, the nuclear kinetic energy terms may be

neglected in the Hamiltonian (3.1.2). This leaves the Schr€odinger equation
for electronic motion to be solved,

ðHelþVnucÞcel ¼ Ecel; ð3:1:3Þ

122 INTERMOLECULAR FORCES



where the purely electronic Hamiltonian describing the motion of n

electrons in the field of N nuclear point charges is

Hel ¼ �
�h2
2me

Xn
a¼1

~r2
a�

e2

4pe0

XN
x¼1

Xn
a¼1

Zx

rax
þ e2

4pe0

Xn
a;a0¼1

a0>a

1

raa0
; ð3:1:4Þ

Vnuc is the nuclear repulsion term,

Vnuc ¼ e2

4pe0

XN
x;x0¼1

x0>x

ZxZx0

Rxx0
; ð3:1:5Þ

and the energy E is the electronic energy including the contribution from

internuclear repulsion, namely,

E ¼ EelþVnuc: ð3:1:6Þ
Since Vnuc is independent of electronic coordinates, it may be discarded

from (3.1.3), leaving the electronic Schr€odinger equation,

Helcel ¼ Eelcel: ð3:1:7Þ
Its eigenfunction is the electronic wavefunction, cel,

cel ¼ cel½ð~raÞ; f~Rxg�; ð3:1:8Þ
which describes the motion of the electron and explicitly depends on the

electronic coordinates, but depends only parametrically on the nuclear

coordinates. The electronic energy, Eel, also has a parametric dependence

on~Rx, Eel ¼ Eel½f~Rxg�. Hence, the electronic Schr€odinger equation (3.1.7)
is solved at differing nuclear configurations yielding Eel, with each member

of the set f~Rxg corresponding to a different molecular electronic state, from

which E is then calculated using (3.1.6). After solving the electronic

problem, the same assumptions may be used for the nuclear motion.

Reliance is made on the notion that as the nuclei move, the electronic

energy varies smoothly as a function of the parameters f~Rxg. Therefore, E
now becomes the potential energy for nuclear motion in the average field of

the electrons, giving rise to a nuclear Hamiltonian,

Hnuccnuc ¼ Emolcnuc; ð3:1:9Þ
where the nuclear Hamiltonian is given by

Hnuc ¼ �
XN
x¼1

�h2
2Mx

~r2
xþE ~Rx

� �� �
: ð3:1:10Þ
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Recognition of the consequences of the significant differences in mass of

electrons and nuclei and their effect on the molecular Hamiltonian was first

investigated by Born and Oppenheimer (1927).

Solutions to the nuclear Schr€odinger equation (3.1.9) with nuclear

wavefunction cnuc½f~Rxg� describe vibration, rotation, and translation of

a molecule, where the Born–Oppenheimer approximation to the molecular

energy, Emol, includes electronic, vibrational, rotational, and translational

energy contributions. The corresponding approximation to the molecular

wavefunction appearing in (3.1.1) is then

Y½ð~raÞ; f~Rxg� ¼ cel½ð~raÞ; f~Rxg�cnuc½f~Rxg�: ð3:1:11Þ
Since the electronic energy Eel is a function of nuclear coordinates, it may

be used to define the concept of an intermolecular potential or an interaction

energy.

It is convenient to write the total energy, E, as a sum of one-, two-, and

many-body terms

E ¼
XN
x¼1

Ex þ
XN
x;x0¼1

x>x0

Exx0 þ
XN

x;x0;x00¼1
x>x0>x00

Exx0x00 þ � � �

¼ E1-bodyþE2-bodyþE3-bodyþ � � � ;
ð3:1:12Þ

where Ex is the one-body energy, Exx0 is the two-particle energy, and so on.

Frequently, the zero of energy is adjusted so that when the molecules are at

an infinite separation from one another, the potential energy is zero. This is

given by subtracting the energy of each individual isolated atom or

molecule from E. Hence, the intermolecular energy shift is defined by

DE ¼ E�
XN
x¼1

Ex ¼
XN
x;x0¼1

x>x0

Exx0 þ
XN

x;x0;x00¼1
x>x0>x00

Exx0x00 þ � � � ; ð3:1:13Þ

a sumof two-, three-, andmany-body terms.A commonapproximation is to

assume pairwise additivity and to calculate the leading term of the energy

shift, that describing the interaction between two particles and given by

Exx0 . With this form of partitioning, the three-body contribution Exx0x00 , the

four-body term Exx0x00x000 , and so on are taken to be nonadditive corrections.

Thus, for three interacting molecules A, B, and C, for instance, the energy

shift is given by DE3 ¼ EAB þEBC þECAþEABC, where the first three

terms in the preceding sum represent pairwise contributions between any

two of the three entities ignoring the presence of the third body, while the

last term is the nonadditive three-body correction.
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Forces between molecules are typically separated into short- and long-

range contributions. At the former distance regime, the interactions are

overall of a repulsive character, the most important terms being due to

exchange, repulsion, and charger transfer effects. The last of these is a

manifestation of induction forces at short range. In contrast, at long range,

attractive forces dominate, arising chiefly from the electrostatic interaction,

induction, and dispersion terms. A characteristic plot of the pair potential

energy function versus interparticle separation distance, bearing in mind

that the potential function between two molecules is not only a function of

their relative separation but also of their relative orientation, shows that

DEðRÞ is large and positive at small separations, with DEðRÞ!1 as

R! 0, while DEðRÞ has negative value at large R, with DEðRÞ! 0 as

R!1. These two extremes are connected by a curve containing one

negative minimum. In the subsequent sections of this chapter, short-range

forces are discussed briefly, followed by an outline of the terms contributing

to the long-range part of the interaction energy within the framework of

classical electrostatics.

3.2 SHORT-RANGE FORCES

Forces between atoms and molecules at short separation distances occur

primarily as a result of overlap of electronic charge clouds associated with

each center. Overall, this leads to a net repulsion. Typically, these forces are

effective over internuclear separation distancesR< a0, where a0 is theBohr

radius, but also extend to distances a0<R< 10a0, termed the intermediate

range of separation. The asymptotically correct form at very short range is

an exponential function Ae�kR, where A and k are constants. At very short

range, electron exclusion effects dominate the interaction. This prevents

some electrons fromoccupying the volume between the two nuclei, thereby

reducing the shielding each positive nucleus experiences, and therefore

increases the repulsive force in each of them. Like long-range forces, short-

range interactions are electromagnetic in character. Unlike interactions

occurring at long range, Rayleigh–Schr€odinger perturbation theory cannot
be used to compute forces at small separation distances. This is due to a

number of reasons. When there is significant overlap of charge clouds, for

example, the multipole expansion of the electrostatic energy fails to

converge. In addition, the wavefunction used in the computation of

long-range forces is not required to satisfy the antisymmetry principle,

in contrast to evaluation of interactions at short range, for which the

wavefunction must obey the Pauli exclusion principle. Moreover, the
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perturbation approximation for isolated atomic andmolecular systems is no

longer valid since the strength of the interaction is large.

Acommonphysical interpretationofshort-range forces isgiven in termsof

the Pauli exclusion principle and the electrostatic Hellmann–Feynman the-

orem (Margenau and Kestner, 1969; Maitland et al., 1981). The latter holds

for the exact solution of the Schr€odinger equation for fixed nuclear positions,
from whose solution the total electronic charge density may be evaluated.

The theorem itself states that the forces on the nuclei are simply given by the

Coulombic forces due to a distribution of charges as calculated by classical

electrostatics. When charge overlap is considerable, large distortions in the

charge distributions take place because of the exclusion principle, as well as

from Coulomb repulsion among the electrons. A net repulsion effect ensues

for closed electronic shell species as the respective electronic charge clouds

tend to keep out of each others way, decreasing the charge density between

the nuclei, leading also to a reduction of nuclear screening by the electrons.

For open shell systems, however, increased electron density can occur

between the nuclei, resulting in chemical bond formation.

Formoleculesclose together, rigoroususeofquantummechanical results

demands that antisymmetrized wavefunctions be employed in the calcula-

tionof intermolecular interactionenergies.Theiruse leads to theappearance

of terms describing the effects of electron exchange, which is a significant

component of short-range forces. This is achieved by writing the total

Hamiltonian for the systemas a sumof atomic andmolecularHamiltonians,

the attraction of an electron associatedwith one particular atomormolecule

to the nucleus of a different center, and interelectron and internuclear

repulsion terms. Computing the interaction energy with a wavefunction

that satisfies the exclusion principleyields for the total energy the sumof the

unperturbed energies of each species, the classical electrostatic interaction

as found in long-range theory, and additional contributions arising from the

second and third terms of the total Hamiltonian mentioned above that are

attributed to exchange and repulsion. For a systemcomprising twoelectrons

1 and 2 associated with orbitals a and b of two molecules A and B, respec-

tively, the exchange integral is of the form hað1Þbð2Þjr�1
12 j að2Þbð1Þi, where

r12 is the distance between the two electrons, which gives a negative

contribution to the energy. The repulsion term on the other hand, describing

overlap of the electrons from the two molecules, is of the form

hajr�1
A2 þ r�1

B1 jbi, where rA2 and rB1 are the distances of electron 2 from

nucleus A and of electron 1 from center B, respectively. Together with the

remaining terms arising from electron– nuclear attraction and interelectron

repulsion, which may be regarded as corrective terms to the electrostatic

energy, the total exchange–repulsion energy is overall repulsive.
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The approach outlined above has its origins in the method developed by

Heitler and London, an early form of valence bond theory, in which the

contribution to the intermolecular potential from electrons assigned to

specific individual atoms is primary, with the total wavefunction being a

properly antisymmetrized product of independent atomic spin orbitals. An

alternative approximate method is the nowmuch favored molecular orbital

theory, in which the Schr€odinger equation is solved for the total system

comprising all electrons and nuclei without any prior allocation of elec-

trons, which are in turn described by orbitals possessing the intrinsic

symmetry of the molecular framework. The basis functions used in such

computations need not be true atomic functions. Any set of localized

functions will suffice in principle, although Slater type orbitals and

Gaussian functions have been used for quite some time to represent atomic

orbitals in thewell-known linear combination of atomic orbitals–molecular

orbital (LCAO–MO) approach, although the best results are obtained with

variationally minimized Hartree–Fock orbitals.

Since nonrelativistic quantummechanics is used by and large to investi-

gate molecular structure, no effects due to a first principles treatment of

electron spin are included in the calculation of intermolecular potentials—

both at short and at long range. Instead, for short range, spin orbitals are

formed bymultiplying spatial orbitals by orthonormal spin eigenfunctions.

For orbitals a and b containing electrons with opposite spin, the exchange–

repulsion term is zero because the overlap integral, which features as a

prefactor in each of the contributions, vanishes. When the electron spins in

orbitals a and b are identical, however, the spin functions integrate out.

In cases where antisymmetrization of the wavefunction is necessary,

Rayleigh–Schr€odinger perturbation theory fails to deal with forces at short
range. This has led to the development of exchange–perturbation theories

(Claverie, 1978; Szalewicz et al., 2005). These include approaches that

employ a set of antisymmetrized unperturbed wavefunctions at the outset,

which are nonorthogonal, and so-called symmetry adapted perturbation

theories (SAPT), in which a simple nonantisymmetrized product wave-

function is used to represent the unperturbed state with antisymmetrization

performed at each order in the perturbation.

3.3 LONG-RANGE FORCES

At large separation distances, typically of the order of 10a0<R< 100a0,

the dominant forces between atomic and molecular systems are attractive.

Effects due to exchange are reduced considerably, if not altogether
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eliminated, now that there is insignificant overlap of molecular electronic

clouds.With the integrity of each center remaining largely in tact, the charge

distribution produces electrostatic energy of interaction, while the ever-

present electronic motion within each species is viewed as giving rise to

transient fluctuating electromagnetic fields that polarize the other species,

and viceversa. The correlation of these temporary fields leads to net forces of

attraction and is the source of induction and dispersion energy shifts. Hence,

at long range, the energy may be partitioned according to

Elong range ¼ EelectrostaticþEinductionþEdispersion: ð3:3:1Þ
The long-range interaction energy is normally evaluated by perturbation

theory techniques after expanding the electronic charge distribution in the

familiarmultipolar series. The ensuing pair potentials exhibit a dependence

on some inverse power of internuclear separation distance.

Other than the three contributions delineated above in the separation

of equation (3.3.1), the remaining dominant interaction between pairs

of molecules that is of long-range character is the resonant transfer of

excitation energy. This occurs when one of the species is initially excited

while the second is in the ground electronic state, with both entities being

identical. The other case occurs when at least one of the pairs is in a

degenerate state—typically an excited state. The interaction may be either

attractive or repulsive, and is not pairwise additive. Resonant migration of

energy forms the subject matter of Chapter 4. Meanwhile the electrostatic,

induction, and dispersion contributions are elucidated in each of the

following three sections after expanding the electrostatic charge distribu-

tion in a multipolar series.

3.4 ELECTROSTATIC INTERACTION

Coupling of permanent electricmultipolemoments in atoms andmolecules

produces the electrostatic contribution to the intermolecular interaction

energy when taken to first order in perturbation theory (Buckingham,

1967). Because permanent magnetic moments in molecules are of con-

siderably lower magnitude than their electric counterparts, interaction of

permanent magnetic moments at each center, resulting in a magnetostatic

contribution to the energy shift, is usually ignored. The electrostatic

interaction energy may be derived and expressed in a number of alternative

ways. In the present approach, the potential due to a static distribution of

charges is first expanded in a series of electric multipole moments. This is

followed by coupling the electric multipole series of a second species to the
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electrostatic potential of the first, generating the well-known classical

interaction energy between two charges, a charge and an electric dipole,

a charge and an electric quadrupole, between two electric dipoles, and so

forth.

Consider the charge distribution of a molecule A comprising n point

charges eAa , located at positions qiaðAÞ, a¼ 1, 2, . . ., n, with respect to an

origin within A. The electrostatic potential at a field point~r, due to such an
arrangement of charges, is

fAð~rÞ ¼ 1

4pe0

Xn
a¼1

eAa
j~r�~qaðAÞj

: ð3:4:1Þ

ATaylor series expansion of the potential produces

4pe0f
Að~rÞ¼

X
a

eAa
r
�
X
a

eAaqiaðAÞ~ri

1

r
þ 1

2!

X
a

eAaqiaðAÞqjaðAÞ~ri
~rj

1

r

� 1

3!

X
a

eAaqiaðAÞqjaðAÞqkaðAÞ~ri
~rj

~rk

1

r
þ ���

¼
X
a

eAa
r
�miðAÞ~ri

1

r
þQijðAÞ~ri

~rj

1

r
�OijkðAÞ~ri

~rj
~rk

1

r
þ ��� ;

ð3:4:2Þ
where the sums after the first equality of (3.4.2) are taken over all charged

particles a. It is worth pointing out that the electric field, its gradient, the

gradient of the field gradient may be evaluated from either of the

forms (3.4.1) or (3.4.2). Immediately recognizable after the second equality

above is the total charge of the system. Moreover, for the remaining terms

after the second equality of (3.4.2), use has been made of the standard

definitions of the electricmultipolemoments in their reducible form.Hence,

the second term of (3.4.2) represents the contribution to the electrostatic

potential due to an electric dipole, whose ith Cartesian component is

miðAÞ¼
X
a

eAaqiaðAÞ; ð3:4:3Þ

the third term is the contribution due to an electric quadrupole source,

QijðAÞ¼ 1

2!

X
a

eAaqiaðAÞqjaðAÞ; ð3:4:4Þ

and so on.
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The electrostatic interaction energy between two molecules may be

obtained as follows.Consider a secondmoleculeB, composed of charges eBb
situated at points qibðBÞ with respect to an origin within B. Let ~R be the

separation distance vector between the origin of the coordinate system of

center B and the origin of species A. Assuming that qibðBÞ � R for each

charge b, the electrostatic potential between A and B is

VðA;BÞ ¼
X
b

eBbf
Aðj~Rþ~qðBÞjÞ: ð3:4:5Þ

It is convenient for future application to expand the charge distribution of

molecule B as a Taylor series and express it in terms of electric multipole

moments, giving for the potential

VðA;BÞ

¼
X
b

eBb þmiðBÞ~riþQijðBÞ~ri
~rj þOijkðBÞ~ri

~rj
~rkþ � � �

( )
fAðRÞ:

ð3:4:6Þ
Substituting for fAðRÞ from (3.4.2) into (3.4.6) produces

VðA;BÞ

¼ 1

4pe0

X
a

eAa
R
�miðAÞ~ri

1

R
þQijðAÞ~ri

~rj

1

R
�OijkðAÞ~ri

~rj
~rk

1

R
þ �� �

( )

�
X
b

eBbþmi0 ðBÞ~ri0 þQi0j0 ðBÞ~ri0~rj0 þOi0j0k0 ðBÞ~ri0~rj0~rk0 þ � � �
( )

;

ð3:4:7Þ
where the gradient operators now act on R. Multiplying the two terms

within braces and grouping terms with a similar physical origin produces

for the classical interaction energy the expression

4pe0VðA;BÞ ¼
X
a;b

eAae
B
b

R
þ

X
a

eAamiðBÞ~ri

1

R
�
X
b

eBbmiðAÞ~ri

1

R

 !

�miðAÞmjðBÞ~ri
~rj

1

R

þ
X
a

eAaQijðBÞ~ri
~rj

1

R
þ
X
b

eBbQijðAÞ~ri
~rj

1

R

 !
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� miðAÞQjkðBÞ~ri
~rj

~rk

1

R
�miðBÞQjkðAÞ~ri

~rj
~rk

1

R

 !

þQijðAÞQklðBÞ~ri
~rj

~rk
~rl

1

R

þ
X
a

eAaOijkðBÞ�
X
b

eBbOijkðAÞ
 !

~ri
~rj

~rk

1

R
þ � � � ;

ð3:4:8Þ
the familiar sum of monopole–monopole, charge–dipole, dipole–dipole,

and other contributions. The explicit dependence of the interaction en-

ergy (3.4.8) on intermolecular separation distance and relative orientation

is obtained on evaluating the gradients. The first few terms are given by

~ri

1

R
¼ � R̂i

R2
; ð3:4:9Þ

~ri
~rj

1

R
¼ � 1

R3
ðdij � 3R̂iR̂jÞ; ð3:4:10Þ

~ri
~rj

~rk

1

R
¼ 3

R4
ðdij R̂k þ dikR̂j þ djkR̂i � 5R̂iR̂jR̂kÞ; ð3:4:11Þ

and

~ri
~rj

~rk
~rl

1

R
¼ 1

R5
3ðdijdkl þ dikdjl þ dildjkÞ�15ðdijR̂kR̂l þ dikR̂jR̂l

�
þ dil R̂jR̂k þ djkR̂iR̂l þ djl R̂iR̂k þ dklR̂iR̂jÞþ 105R̂iR̂jR̂kR̂l�:

ð3:4:12Þ
For neutral molecules, the total charge vanishes, leaving for the interaction

energy the somewhat simplified form

VðA;BÞ ¼ 1

4pe0

�miðAÞmjðBÞ~ri
~rj

1

R

� miðAÞQjkðBÞ�miðBÞQjkðAÞ
� �

~ri
~rj

~rk

1

R

þQijðAÞQklðBÞ~ri
~rj

~rk
~rl

1

R
þ � � �

8>>>>>><
>>>>>>:

9>>>>>>=
>>>>>>;
;

ð3:4:13Þ
a sum of dipole–dipole, dipole–quadrupole, quadrupole–quadrupole, and

other contributions. The classical interaction energy may be converted to a
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quantum mechanical operator by promoting the classical dynamical vari-

ables to quantumoperators. Perturbation theorymay then be used to extract

the various contributions to the long-range energy shift.

With the effects of electron exchange contributing negligibly to the

intermolecular energy shift at long range, it is safe to consider the electronic

charge distribution around molecule A as arising from the electrons

assigned to A itself, and similarly for species B. Hence, in the perturbation

theory treatment, an appropriate unperturbed Hamiltonian is a sum of the

molecular Hamiltonians of the two species,

H0 ¼ HmolðAÞþHmolðBÞ: ð3:4:14Þ
SinceH0 is separable, its eigenstates are product states of the eigenfunctions

of HmolðAÞ and HmolðBÞ, designated by jEA
mi and jEB

n i, to give jEA
mijEB

n i ¼
jEA

m;E
B
n i, which constitutes the zeroth-order wavefunction. Thus,

H0jEA
m;E

B
n i ¼ E0jEA

m;E
B
n i ¼ ðEA

mþEB
n ÞjEA

m;E
B
n i; ð3:4:15Þ

where the unperturbed energyE0 ¼ EA
m þEB

n , whenA andB are described by

quantum numbers m and n, respectively. From the Rayleigh–Schr€odinger
perturbation theory presented in Section 1.9, the zeroth-, first-, second-, and

higher order corrections to the energy shift may be evaluated. For the

case in which the isolated molecules are in states jEA
r i and jEB

s i, the energy
is given by

E ¼ EA
r þEB

s þhEB
s ;E

A
r jVðA;BÞjEA

r ;E
B
s i

�
X
m
m6¼r

X
n

n6¼s

jhEB
s ;E

A
r jVðA;BÞjEA

r ;E
B
s ij2

ðEA
m�EA

r Þþ ðEB
n �EB

s Þ
þ � � � ; ð3:4:16Þ

where in the last term written above, the sum is executed over all states

jEA
mi of A and jEB

n i of B except their initial states jEA
r i and jEB

s i. In
formula (3.4.16), the perturbation operator to be used is of the form

VðA;BÞ¼ 1

4pe0

X
a;b

eAae
B
b

R
�
X
a

eAamiðBÞ�
X
b

eBbmiðAÞ
 !

R̂iR
�2

þmiðAÞmjðBÞðdij�3R̂iR̂jÞR�3

�
X
a

eAaQijðBÞþ
X
b

eBbQijðAÞ
 !

ðdij�3R̂iR̂jÞR�3þ�� �

8>>>>>>>>><
>>>>>>>>>:

9>>>>>>>>>=
>>>>>>>>>;
:

ð3:4:17Þ
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Inserting (3.4.17) into the term corresponding to the first-order correction

to the perturbed energy yields, for nondegenerate unperturbed states, the

electrostatic energy

Eelectrostatic ¼ hEB
s ;E

A
r jVðA;BÞjEA

r ;E
B
s i

¼ 1

4pe0

X
a;b

eAae
B
bR

�1�
X
a

eAam
ss
i ðBÞ�

X
b

eBbm
rr
i ðAÞ

 !
R̂iR

�2

þ mrri ðAÞmssj ðBÞ�
X
a

eAaQ
ss
ij ðBÞ�

X
b

eBbQ
rr
ij ðAÞ

 !

�ðdij�3R̂iR̂jÞR�3þ �� �

8>>>>>>><
>>>>>>>:

9>>>>>>>=
>>>>>>>;
;

ð3:4:18Þ
wheremtti ðxÞ,Qtt

ij ðxÞ, andsoonare the so-calledpermanent electricmoments

of species x in the unperturbed state jEx
t i, comprising electric dipole,

quadrupole, and so on, with mtti ðxÞ ¼ hEx
t jmiðxÞjEx

t i; and so on. By taking

the expectation value of the interaction operator VðA;BÞ to first order using
ground-state unperturbed wavefunctions for A and B, namely, jEA

0 ;E
B
0 i,

equation (3.4.18) represents the electrostatic interaction between two

ground-state molecules, with ground electronic state permanent moments

appearing instead. Electrostatic couplings are strictly pairwise additive and

may be of either sign. The contributions to the interaction energy due to the

second-order correction term are decomposed in the next two sections.

In the presentation given in this section, no account has been taken of

the finite speed of propagation of electromagnetic signals. This is char-

acteristic of semiclassical radiation theory in which the electromagnetic

field is viewed as a classical external perturbation,with only the appropriate

atomic and molecular dynamical variables subject to quantum conditions.

This is in direct contrast to molecular quantum electrodynamics, in which

both matter and radiation field are quantized, and the effects of retardation

are properly dealt with since all electromagnetic influences travel at

the speed of light. It may be recalled that in the multipolar formalism

detailed in Section 1.7, no intermolecular electrostatic interaction term,

Vinter ¼
P

x< x0Vðx; x0Þ, appeared in the Hamiltonian. Vinter was found to

cancel with the intermolecular part of the transverse polarization field,

ð1=2e0Þ
Ð j~p?ð~rÞj2 d3~r, as demonstrated explicitly in Section 2.3, leaving an

interaction Hamiltonian in which molecules couple directly to the causal

electric displacement and magnetic field operators. Finally, it should be

remarked that interactions between permanentmoments are included in the

multipolar formalism and described via transverse photon coupling. This is

presented in Section 7.4.
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3.5 INDUCTION FORCES

Interaction of a permanentmoment in onemoleculewith a second nonpolar

molecule gives rise to an induction force. This is a consequence of the fact

that the field due to a static moment distorts the charge distribution in the

second species, inducing a multipole moment within it. The induced and

inducing moments couple, always resulting in an attractive interaction.

Induction effects are, however, nonadditive.

It was pointed out that in the second-order term for the perturbed energy,

the summations were to be executed over all individual molecular states

of the system except for the initial state. Hence, for both molecules initially

in the ground electronic state, this leaves three distinct contributions to be

examined individually inwhat follows. These correspond to a term inwhich

molecule A is excited and B is in the ground state, leading to the induction

energy ofA; a term in whichmoleculeA is in the ground state and speciesB

is excited, which is the induction energy of B; and the final case in which

both entities may be excited. This last situation results in the dispersion

energy shift, whose explicit semiclassical expression is presented in the

next section. Hence, from formula (3.4.16), the induction energy is

obtained from the two terms (Buckingham, 1967),

Einduction ¼ �
X
m6¼0

hEB
0 ;E

A
0 jVðA;BÞjEA

m;E
B
0 ihEB

0 ;E
A
mjVðA;BÞjEA

0 ;E
B
0 i

EA
m�EA

0

�
X
n 6¼0

hEB
0 ;E

A
0 jVðA;BÞjEA

0 ;E
B
n ihEB

n ;E
A
0 jVðA;BÞjEA

0 ;E
B
0 i

EB
n�EB

0

¼ EinductionðAÞþEinductionðBÞ:
ð3:5:1Þ

Substituting for the perturbation operator (3.4.8),

VðA;BÞ ¼ 1

4pe0

X
a;b

eAae
B
b

R
þ

X
a

eAamiðBÞ�
X
b

eBbmiðAÞ
 !

~ri

1

R

�
�
miðAÞmjðBÞ�

X
a

eAaQijðBÞ�
X
b

eBbQijðAÞ
�

� ~ri
~rj

1

R
þ � � �

8>>>>>>>>>><
>>>>>>>>>>:

9>>>>>>>>>>=
>>>>>>>>>>;
;

ð3:5:2Þ

134 INTERMOLECULAR FORCES



into the first term of (3.5.1) gives for the induction energy of molecule A,

EinductionðAÞ¼�
X
m6¼0

ðEA
m�EA

0 Þ�1

ð4pe0Þ2
hEB

0 ;E
A
0 j

�

X
a;b

eAae
B
b

R
þ

X
a

eAamiðBÞ�
X
b

eBbmiðAÞ
 !

~ri

1

R

�
�
miðAÞmjðBÞ�

X
a

eAaQijðBÞ�
X
b

eBbQijðAÞ
�
~ri

~rj

1

R
þ ���

8>>>>><
>>>>>:

9>>>>>=
>>>>>;
jEA

m;E
B
0 i

�hEB
0 ;E

A
mj

X
a;b

eAae
B
b

R
þ

X
a

eAami0 ðBÞ�
X
b

eBbmi0 ðAÞ
 !

~ri0
1

R

�
�
mi0 ðAÞmj0 ðBÞ�

X
a

eAaQi0j0 ðBÞ�
X
b

eBbQi0j0 ðAÞ
�

�~ri0~rj0
1

R
þ ���

8>>>>>>>>>>><
>>>>>>>>>>>:

9>>>>>>>>>>>=
>>>>>>>>>>>;

jEA
0 ;E

B
0 i:

ð3:5:3Þ

Evaluating the matrix elements, it is seen that the expectation value over eAa
with states jEA

0 i and jEA
mi vanishes, because the charge is a c-number. Thus,

EinductionðAÞ¼�
X
m6¼0

1

ð4pe0Þ2
X
b

eBb
~ri

1

R
�m00j ðBÞ~ri

~rj

1

R
þ �� �

 !

�hEA
0 jmiðAÞjEA

mihEA
mjmi0 ðAÞjEA

0 i
EA
m�EA

0

�
X
b

eBb
~ri0

1

R
�m00j0 ðBÞ~ri0~rj0

1

R
þ �� �

 !

¼�1

2

1

ð4pe0Þ2
X
b

eBb
~ri

1

R
�m00j ðBÞ~ri

~rj

1

R
þ �� �

 !

� aii0 ðA;0Þ
X
b

eBb
~ri0

1

R
�m00j0 ðBÞ~ri0~rj0

1

R
þ �� �

 !
;

ð3:5:4Þ
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where m00i ðxÞ is the ith Cartesian component of the ground-state permanent

electric dipole moment of molecule x and aii0 ðx;0Þ is the static electric

dipole polarizability tensor,

aii0 ðx;0Þ¼ 2
X
m6¼0

m0mi ðxÞmm0
i0 ðxÞ

Ex
m�Ex

0

; ð3:5:5Þ

in which m0mi ðxÞ is the 0mth matrix element of the transition electric dipole

moment operator. Noting that the term within parentheses of (3.5.4) is the

static electric field felt by A due to molecule B,

1

4pe0

X
b

eBb
~ri�m00j ðBÞ~ri

~rjþQ00
jk ðBÞ~ri

~rj
~rkþ �� �

 !
1

R
¼EiðB;0Þ;

ð3:5:6Þ
the induction energy of molecule A is then

EinductionðAÞ¼�1

2
aii0 ðA;0ÞEiðB;0ÞEi0 ðB;0Þ; ð3:5:7Þ

correct up to the leading electric dipole approximation. Higher order terms

may be obtained in a similar manner, giving

EinductionðAÞ¼�1

2
aijðA;0ÞEiðB;0ÞEjðB;0Þ�AijkðA;0ÞEiðB;0Þ~rjEkðB;0Þ

�1

2
QijklðA;0Þ~riEjðB;0Þ~rkElðB;0Þ� �� � ; ð3:5:8Þ

whereAijkðx;0Þ is the staticmixed electric dipole–quadrupole polarizability,

Qijklðx;0Þ is the static pure electric quadrupole polarizability tensor, and so
on, analogous to expression (3.5.5) for the static electric dipole polarizability.

Terms nonlinear in the electric field may also be included in a systematic

manner, giving rise to higher order andhighermultipole susceptibilities, such

as the electric dipole first and second hyperpolarizability tensors bijkðx;0Þ
and g ijklðx;0Þ; and electric dipole–dipole–quadrupole hyperpolarizability

bijklðx;0Þ. An expression similar to (3.5.8) holds for the induction energy of

molecule B, EinductionðBÞ.

3.6 DISPERSION FORCES

Dispersion forces are ever present between all interacting atomic and

molecular systems. They are purely quantummechanical in origin and arise

from the coupling of the fluctuations in charge distribution at each center
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due to motion of electrons. For the interaction of two neutral nonpolar

molecules, the dispersion force is the only force in effect. The dispersion

energy shift is also known as the induced multipole-induced multipole

interaction, as the coupling is mediated by the temporary distortions in

the electronic charge distribution in one species inducing a similar change

in the charge density of the secondmolecule, leading to a transient moment

being induced there, with coupling occurring between these induced mo-

ments. For a pair of molecules in the ground electronic state, the dispersion

energy shift is always attractive.

Like the induction energy, the contribution to the intermolecular inter-

action energy arising from dispersion forces may be obtained from the

second-order correction term to the perturbed energy. But this time, the

matrix elements include excited states of both A and B simultaneously.

Hence, from the last term written explicitly in (3.4.16), the dispersion

energy shift is derived from

Edispersion ¼ �
X
m 6¼0

X
n 6¼0

hEB
0 ;E

A
0 jVðA;BÞjEA

m;E
B
n ihEB

n ;E
A
mjVðA;BÞjEA

0 ;E
B
0 i

ðEA
m �EA

0 Þþ ðEB
n �EB

0 Þ
:

ð3:6:1Þ

On substituting for the perturbation operator VðA;BÞ from (3.4.8), it is seen

that the first nonvanishing term is the electric dipole–electric dipole inter-

action, followed by the electric dipole–quadrupole, electric quadrupole–

quadrupole, electric dipole–octupole terms. For instance, the leading

dipole–dipole term is given by

DEd-d
dispersion ¼ � 1

ð4pe0R3Þ2
X
m 6¼0

X
n 6¼0

m0mi ðAÞmm0
i0 ðAÞm0nj ðBÞmn0j0 ðBÞ

ðEA
m�EA

0 Þþ ðEB
n �EB

0 Þ
� ðdij � 3R̂iR̂jÞðdi0j0 � 3R̂i0 R̂j0 Þ; ð3:6:2Þ

which is the familiar R�6 dependent London (1930) dispersion energy

shift between a pair of anisotropic electric dipole polarizable molecules.

Rotational averaging using the result hm0si ðxÞms0j ðxÞi ¼ ð1=3Þdijj~m0sðxÞj2
yields the recognizable form

DEd-d
dispersion ¼ � 1

24p2e20R6

X
m 6¼0

X
n 6¼0

j~m0mðAÞj2j~mn0ðBÞj2
ðEA

m �EA
0 Þþ ðEB

n �EB
0 Þ

: ð3:6:3Þ
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Since the perturbation operator coupling the two molecules involves an

interaction that is instantaneous, no account is taken of the effect of the

finite speed of propagation of electromagnetic influences. This deficiency of

the semiclassical treatment is remedied in the quantum electrodynamical

description of dispersion forces, which is examined fully in Chapter 5.

In that chapter, dispersion energy shifts are also calculated between

excited molecules, along with contributions arising from higher multipole

moments.
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CHAPTER 4

RESONANT TRANSFER OF ENERGY

It is neither the point in space, nor the instant in time, at which something

happens that has physical reality, but only the event itself.

—A. Einstein, The Meaning of Relativity,

Methuen and Co. Ltd., London, 1946, p. 29.

4.1 INTRODUCTION

From the viewpoint of molecular quantum electrodynamics, one of the

simplest intermolecular interactions, at least conceptually, is the resonant

exchange of energy between a pair of entitiesA andB, whichmay be atoms,

molecules, chromophores, functional units, and others. This process

corresponds to the transfer of energy—typically electronic and/or vibra-

tional energy—resonantly from a speciesA, located at~RA, which is initially

pre-excited to some quantum state jniwith energy En, to a body B, situated

at~RB, which is in the ground electronic state j0i at some initial time t¼ 0,

but it acquires energy En and becomes excited to state jni, with A now

decaying to the ground state. Migration of energy between the pair may be

Molecular Quantum Electrodynamics, by Akbar Salam
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represented by the nonchemical equation

A*þB!AþB*; ð4:1:1Þ
where the asterisk denotes the localization of excitation energy. In what

follows, A and B are taken to be chemically equivalent, although the

treatment given is general enough to be applicable to nonidentical A and B

so long as they both have overlapping energy spectra.

Because of its fundamental nature, this system has been the topic of

considerable study in two distinct but related contexts. One has been its

adoption as a prototype to test the foundations of quantum mechanics and

measurement theory. A second and equally important feature of the

dynamics exemplified by this system is the role it played in helping to

elucidate the mechanism underlying the resonant exchange of energy

between two particles. This aspect was originally treated by F€orster
(1948), whose quantum mechanical calculation with dipolar coupling

resulted in the transfer rate exhibiting an inverse sixth power dependence

on separation distance. This dependence on donor–acceptor separation

applied to distances large enough so that there is no overlap of molecular

charge distributions associated with each center, but which is short enough

so that the coupling may be viewed as occurring instantaneously between

the two. At very short separations, a contribution to the rate also arises from

a Dexter (1953) type of direct and exchange energy term. This has been

treated previously, but will not be considered henceforth, since transfer

rates will be computed for pair separation distances R ¼ j~RB�~RAj outside
the region of overlap of molecular wavefunctions.

It is well known that intermolecular interactions are electromagnetic in

origin. Therefore, at sufficiently large donor–acceptor separations, the

finite speed of propagation of electromagnetic influences must be correctly

accounted for. In this regard, molecular quantum electrodynamics, which

automatically allows the effects of retardation, has been employed with

striking success in the study of intermolecular forces. The first applications

of this formalism to resonant energy transfer were carried out by McLone

and Power (1964) and Avery (1966). They showed that at separations large

relative to characteristic molecular transition wavelengths, the dependence

of the transfer rate varied asR�2, as expected from classical considerations.

These and subsequent efforts (Andrews and Sherborne, 1987; Andrews,

1989; Craig and Thirunamachandran, 1989; Daniels et al., 2003; Salam,

2005a) have led to a unified theory of resonance energy transfer applicable

to all separation distances beyond the region of orbital overlap. In this

unified description, the interaction is viewed as being mediated by the
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exchange of a virtual photon,which carries energy from the donormoiety to

the acceptor species. Time–energy uncertainty enables the creation of such

a photon—which is undetectable—from the electromagnetic vacuum.

From the general expression valid for all R, the short- and long-range

limits of the transfer rate follow straightforwardly as asymptotic limits. The

near-zone asymptote reproduces the R�6 F€orster rate, which due to its

original derivation using electrostatic dipolar coupling is termed the

radiationless transfer mechanism. At the other extreme, the mechanism

is described as radiative, yielding an inverse square law. In this case, due to

the significant donor–acceptor separation, the propagated photon becomes

ever more ‘‘real’’ in character, the exchange of excitation corresponding to

the uncorrelated events of emission of light by the donor followed by

photon absorption by the acceptor. Indeed, resonance energy transfer is one

of the most elementary processes that can involve virtual photon exchange.

Another example is the dispersion potential, the interaction of two neutral,

nonpolar ground-state molecules, which is interpreted on this basis as

arising due to the exchange of two virtual photons, and will be studied in

detail in Chapter 5.

Despite its fundamental status as a prototypical system for the study of

energy transfer, the donor–acceptor model has been versatile enough to be

applied to a variety of chemical and physical systems in whichmigration of

energy occurs (Scholes, 2003). These range from simple bimolecular

systems to complexes containing multiple chromophores and other large

macromolecular aggregates and include, but are not limited to, phenomena

such as Dicke superradiance, the harvesting of light in complexes posses-

sing the photosynthetic unit or other photosensitive centers, the transport of

excitation in molecular and ionic crystals via the quasi particle called the

exciton, intramolecular resonance energy transfer within dendrimers, and

exchange of excitation in nanocompositematerials and photoactive devices

such as organic light-emitting diodes.

The present chapter is organized as follows. Section 4.2 details the

calculation of thematrix element using standard diagrammatic perturbation

theory from which the transfer rate is computed using the Fermi golden

rule. Its asymptotic forms at short and large separation distances are

examined with a view to understanding the mechanism of energy transfer

in play at these extremes of separation. Energy transfer between optically

active molecules is then investigated. A number of interesting new features

are found to occur, the most important being the discriminatory nature of

the exchanged energy. It is then shown how an emitter–absorbermodelmay

be used to calculate transfer rates. In Section 4.6, the electric and magnetic

displacement fields computed in Chapter 2 are used in a response theory
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formalism to readily evaluate thematrix element formigration of excitation

energy, along with the resonant dipole–dipole coupling tensor. Section 4.7

is devoted to time-dependent energy transfer and questions of causality and

Section 4.8 focuses on the proof demonstrating that exchange is causal to all

orders in perturbation theory.

4.2 DIAGRAMMATIC PERTURBATION THEORY

The matrix element for the resonant transfer of excitation energy between

two molecules is first calculated using diagrammatic perturbation theory

methods. Consider a system comprising species A, which at t¼ 0 is in

excited electronic state jni, with energy EA
n , and an acceptor B that is

initially in the ground electronic state j0i, with energy EB
0, between which

energy is exchanged. From (1.7.11), the quantum electrodynamical Ha-

miltonian operator is given by

H ¼ HmolðAÞþHmolðBÞþHradþHintðAÞþHintðBÞ; ð4:2:1Þ
which forms the starting point for the calculation. Thefirst two terms denote

molecular HamiltoniansHmolðxÞ, x ¼ A, B, and are Schr€odinger equations
familiar from the nonrelativistic Born–Oppenheimer approximation of

molecular quantummechanics. Note that the Hamiltonian for the radiation

fieldHrad appears explicitly in the specification of the system, being treated

on the same footing as matter in the quantum electrodynamical formalism.

The final two terms of equation (4.2.1) describe the coupling of radiation

andmatter, and theymay beviewed as a perturbation on thewhole system if

the interaction terms are assumed to be small relative to intramolecular

Coulomb energies. Hence, the total Hamiltonian (4.2.1) can be separated

into a sum of unperturbed and perturbation Hamiltonians H0 and Hint,

respectively

H ¼ H0þHint; ð4:2:2Þ
where

H0 ¼
X
x¼A;B

HmolðxÞþHrad ð4:2:3Þ

and

Hint ¼
X
x¼A;B

HintðxÞ: ð4:2:4Þ
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From (4.2.3), the base states are seen to be productmolecule and field states

corresponding to the eigenstates ofH0, namely, the energy of species x and
the occupation number for the electromagnetic field, the latter quantifying

the number of photons.When examining interactions between particles, the

preferred choice of quantum electrodynamical formulation to employ is the

multipolar version of the theory. Notable among the advantages mentioned

in the first two chapters are that molecules couple directly to the radiation

field through their multipolemoments with no two-, three-, andmulticenter

terms showing up in the coupling Hamiltonian. All interactions between

molecules occur via the exchange of transverse photons that propagate at

the speed of light. This description is also appropriate for the present

scenario in which there is zero overlap of charge clouds associated with

each center and the pair separation distance is large relative to the

constituent particle center of mass distances within each body.

For transfer of energy between neutral electric dipole systems, the

leading term of the expansion for the electric multipole series is sufficient

for the interaction Hamiltonian, namely, the electric dipole approximated

form

Hint ¼ �e�10 ~mðAÞ �~d?ð~RAÞ�e�10 ~mðBÞ �~d?ð~RBÞ; ð4:2:5Þ
where ~mðxÞ ¼ �eð~qðxÞ�~RxÞ is the electric dipole moment operator of

particle x positioned at ~Rx.

From the viewpoint of quantum electrodynamics, migration of energy

may be pictured as arising from the exchange of a single virtual photon

between the pair. Itmay be represented by the two time-ordered diagrams of

Fig. 4.1. Time increases vertically upward in these graphs, with a solid line

indicating the state of the electron. A wavy, or occasionally dashed line,

denotes a photon (real or virtual), which is further specified by its mode,

FIGURE 4.1 Time-ordered diagrams for resonant transfer of energy.
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with normally only changes in the radiation field being shown. The

intersection of a wavy and solid line depicts the coupling of radiation and

matter via the relevant term or terms of the interaction Hamiltonian, and is

called an interaction vertex. That only two diagrams contribute to the

matrix element for energy transfer reflects the two directions in which

the virtual photon may propagate between the pair, crossing from A.B.

The presence of two electron–photon coupling vertices in each time

ordering means that the leading contribution to the matrix element is of

second order in Hint. The appropriate term from the perturbation theory

expansion (1.9.28) is

Mfi ¼
X
I

hf jHintjIihIjHintjii
EiI

; ð4:2:6Þ

where jii, jfi, and jIi are initial, final, and intermediate states of the total

system and are easily read off from the respective Feynman diagram by

reading horizontally across that particular graph, with the sum in (4.2.6)

executed over all intermediate states that link jii to jfi, with the denomi-

nator, EiI ¼ Ei�EI , corresponding to differences in energy between initial

and intermediate states. According to Feynman’s rules (Feynman 1949a,

1949b), all topologically distinct diagrams that connect the same initial and

final states of the system contribute to the matrix element or energy shift,

with each time ordering corresponding in a direct one-to-one mapping to a

specific term in time-dependent perturbation theory. Hence, the drawing of

time-ordered diagrams greatly facilitates the perturbation theory computa-

tion of the probability amplitude, and this becomes especially so when

higher order processes are tackled in subsequent applications.

For use in formula (4.2.6), the initial and final states describing transfer

of energy are given by

jii ¼ ��EA
n ;E

B
0 ; 0ð~p; eÞ

� ð4:2:7aÞ

and

j f i ¼ ��EA
0 ;E

B
n ; 0ð~p; eÞ

�
: ð4:2:7bÞ

The former represents excitation energy EA
n localized on unit A, with B in

the electronic ground state with energy EB
0. In (4.2.7b), A is seen to be in

the ground state with species B now excited to state jni, with energy EB
n .

Note that a state of the radiationfieldwithout photons characterizes both the

initial and final specifications of the system. Two types of intermediate
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state link jii to jfi, and they are readily written down from Fig. 4.1 as

jIai ¼
��EA

0 ;E
B
0 ; 1ð~p; eÞ

� ð4:2:8aÞ

and

jIbi ¼
��EA

n ;E
B
n ; 1ð~p; eÞ

�
: ð4:2:8bÞ

In both of these intermediate states, one virtual photon is present, whose

mode is designated by ð~p; eÞ. In the first intermediate state obtained from the

leftmost graph shown in Fig. 4.1a, both moieties are in the ground state, A

losing its excitation as a result of virtual emission, while both species are

excited in the second intermediate state derived from the second graph drawn

in Fig. 4.1b. Evaluating the two contributions to (4.2.6) using (4.2.5), (4.2.7),

and (4.2.8) produces

Mfi ¼
X
~p;e

�hcp
2e0V

� �
m0ni ðAÞmn0j ðBÞ

� e
ðeÞ
i ð~pÞeðeÞj ð~pÞ

ei~p �~R

ðEA
n0��hcpÞ

þ e
ðeÞ
i ð~pÞeðeÞj ð~pÞ

e�i~p �~R

�ðEB
n0þ�hcpÞ

( )
;

ð4:2:9Þ

where the internuclear separation distance ~R ¼ ~RB�~RA. Because the

virtual photon traversing the pair is emitted and subsequently absorbed at

either center, properties describing its mode behavior must be summed over.

These include its polarization and its wavevector. The former is carried out

using identity (1.4.56), while the latter is converted to an integral via the

prescription

1

V

X
~p

! 1

ð2pÞ3
ð
d3~p: ð4:2:10Þ

Substituting these relations along with E
A=B
n0 ¼ �hck for the transition energy

in either species gives for (4.2.9) the expression

1

16p3e0
m0ni ðAÞmn0j ðBÞ

ð
pðdij�p̂ip̂jÞ

ei~p �~R

ðk�pÞ þ
e�i~p �~R

�ðkþ pÞ

( )
d3~p: ð4:2:11Þ
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To facilitate evaluation of the angular integral, the volume element is written

in terms of spherical polar coordinates as d3~p ¼ p2dpdW. Making use of the

result

1

4p

ð
ðdij�p̂ip̂jÞe�i~p �~RdW ¼

1

p3

��~r2
dij þ ~ri

~rj

�sin pR
R

; ð4:2:12Þ

(4.2.11) becomes

1

4p2e0
m0ni ðAÞmn0j ðBÞ

��~r2
dij þ ~ri

~rj

� 1
R

ð
1

k�p þ
1

�ðkþ pÞ
� 	

sin pR dp:

ð4:2:13Þ

One method of solution of the wavevector integral occurring in (4.2.13)

makes use of special functions andcircumvents the need for integration in the

complex plane (Daniels et al., 2003).After extending the limits of integration

from 0 to1 to �1 to1, the solution of the Green’s function is

1

2R

ð1
�1

1

ðk�pÞ þ
1

�ðkþ pÞ
� 	

sin pR dp ¼ � p
R
e�ikR; ð4:2:14Þ

and it is seen that two equally valid solutions to the wavevetcor integral, and

consequently the resonant interaction tensor, emerge. Before going on to

write the form of the matrix element in terms of the solution (4.2.14), it is

briefly remarked that identical results may be obtained using conventional

integration techniques by displacing the pole in (4.2.13) by introducing�ih
to the resonant denominator and employing the identity ðx� ihÞ�1 ¼
ðPV=xÞ � ipdðxÞ, where PV denotes the Cauchy principal value.

Substituting (4.2.14) into (4.2.13) yields for the matrix element the

result

Mfi ¼ � 1

4pe0
m0ni ðAÞmn0j ðBÞ

��~r2
dij þ ~ri

~rj

� e�ikR
R

; ð4:2:15Þ

which can be written succinctly as

Mfi ¼ m0ni ðAÞmn0j ðBÞV�ij ðk;~RÞ; ð4:2:16Þ
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where V�ij ðk;~RÞ is the complex retarded resonant dipole–dipole coupling

tensor defined by

V�ij ðk;~RÞ¼�
1

4pe0

��~r2
dijþ~ri

~rj

�e�ikR
R

¼ 1

4pe0R3
ðdij�3R̂iR̂jÞð1� ikRÞ�ðdij�R̂iR̂jÞk2R2

 �

e�ikR;

ð4:2:17Þ
with the second line of the above relation being obtained after performing

the tensor calculus. Both choices of sign appearing in the coupling

tensor (4.2.17) are permissible, although the lower sign is frequently

selected.

The behavior of the transfer matrix element as a function of separation

distance is governed by the form of V�ij ðk;~RÞ. In the near zone, where

kR� 1, thedominant termof(4.2.17) is thefirst,yielding thematrixelement

MNZ
fi �

m0ni ðAÞmn0j ðBÞ
4pe0R3

ðdij�3R̂iR̂jÞ; ð4:2:18Þ

which is recognizable as the static dipolar coupling interaction with char-

acteristic inverse cube dependence on R. At intermediate separations, the

second term of (4.2.17) is important, varying as R�2. The long-range

character ofV�ij ðk;~RÞ is determined by the third term of (4.2.17), exhibiting

R�1 separation distance dependence, with this term being purely transverse

with respect to~R due to the prefactor ðdij�R̂iR̂jÞ.
The exchange of excitation energy between the A–B pair is measured

through a transfer rate, which may be readily evaluated from the matrix

element (4.2.16) by using the Fermi golden rule (1.9.33), being propor-

tional to themodulus square of thematrix element. Thus, the transfer rate is

G ¼ 2prf
�h m0ni ðAÞmn0i0 ðAÞm0nj ðBÞmn0j0 ðBÞV�ij ðk;~RÞ�V�i0j0 ðk;~RÞ ð4:2:19Þ

expressed in terms of the transition dipole moment of each species and the

resonant interaction tensor coupling the two molecules. The result (4.2.19)

holds for dipole moments with specific orientations. Often donor and

acceptor species are completely randomly oriented, as in the fluid phase,

in which case (4.2.19) is orientationally averaged. After employing result

(B.4) of Appendix B, the rate takes the form

hGi ¼ rf
36p�he20R6

j~m0nðAÞj2j~mn0ðBÞj2 k4R4þ k2R2þ 3

 �

: ð4:2:20Þ
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It is noteworthy that the ambiguity in the choice of sign for the resonant

coupling tensor appearing in the matrix element has no effect on the rate

since the coupling tensor is multiplied by its complex conjugate when

evaluating G. The asymptotic limits of the transfer rate at short and long

separation distances are readily obtained from the result (4.2.20) valid for

all R beyond wavefunction overlap. In the near zone, the kR independent

term within square brackets dominates, yielding

hGNZi ¼ rf
12p�he20R6

j~m0nðAÞj2j~mn0ðBÞj2; ð4:2:21Þ

which has the familiar R�6 F€orster-type dependence on separation. This

asymptote is commonly interpreted as the radiationless exchange mechan-

ism as it arises from static dipolar coupling in which propagation of the

electromagnetic signal between the pair is viewed as occurring instanta-

neously. At the other extreme of separation, kR	 1, corresponding to the

long-range or far-zone limit,

hGFZi ¼ k4rf
36p�he20R2

j~m0nðAÞj2j~mn0ðBÞj2; ð4:2:22Þ

which exhibits an inverse square dependence onR. At large separations, the

transfer of energy is described as radiative since the propagated virtual

photon acquires real character, the mechanism for migration of energy in

this range being understood to be the result of two separate events of

spontaneous emission by the excited donor molecule followed by the

absorption of radiation by the unexcited acceptor body. Single virtual

photon exchange between an excited and unexcited pair of molecules

allows a unified description of resonant transfer of energy to be givenwithin

the framework of molecular quantum electrodynamics.

The exchange of energy may be treated with the familiar second-order

secular perturbation theory inwhich the stationary states of the excitedA–B

pair, ð1= ffiffiffi
2
p ÞðjEA

n ;E
B
0 i � jEA

0 ;E
B
n iÞ, are obtained and whose use leads to a

zero net transfer rate since these states decay by spontaneous emission by

the coupled pair.Migration of excitation can, nevertheless, take place in this

case if the two species are identical and transfer is rapid relative to

collision or fluorescence-induced decay, which is possible if A and B are

close together. For large R, or for reduced transition strength, or for times

too short to enable measurement of a stationary state, as well as for a

nonidentical A–B pair, excitation energy transfer must be viewed and

computed as a time-dependent process. There are situations, however,

when even the time-dependent picture is inadequate. This is the case when
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A andB are considered as an isolated systemand the initial (4.2.7a) and final

states (4.2.7b) are taken to be sharp. Then the Fermi golden rule cannot

strictly be used to calculate a transfer rate due to the lack of a density of final

molecular states. Nonetheless, the method is a useful one in that it allows

the basic features of the process to be elucidated and understood.

4.3 STATE SEQUENCE DIAGRAM REPRESENTATION

In this section, it is shown how state sequence diagramsmay be used instead

of time-ordered graphs for the perturbation theory computation of the

matrix element for the resonant transfer of energy. This example serves as

an instructive one on which to apply the formal construction scheme

presented in Section 1.10, even though the state sequence picture may be

drawn directly from the Feynman diagrams for resonance energy transfer.

This last fact is also the case for any particular process involving electron–

photon coupling.

According to the conventional diagrammatic techniques within time-

dependent perturbation theory, the most common being the time-ordered

graph inspired by Feynman, the resonance energy transfer is interpreted as

arising from the exchange of a single virtual photon between the pair, as

illustrated in Fig. 4.1. To leading order, the matrix element is given by the

second-order term in perturbation theory. Therefore, the hyperspace num-

ber n is equal to two in the present problem, and because the virtual photon

creation and annihilation events are distinguishable, the orthonormal set of

basis vectors from (1.10.1) is I ¼ f1~i1; 1~i2g and the number of distinct

indices j is also two, corresponding to j¼ 0 and 1. For these two values of

j, theCj¼ 0, 1. k, on the other hand, has values 0, 1, and 2 and since the base

of the hyperspace dimensionB¼ cj þ 1¼ 2, the coordinate points (k, h) for

the construction of the interaction plane network are easily computed, and

they alongwith the pertinent vertex designation rmk according to (1.10.7) are

given in Table 4.1. By convention, for a fixed value of k, the vertices

TABLE4.1 Vertex PropertiesAssociatedwithTwoUniquePhotonicEvents

k Vertex

Hyperspace

Coordinate

Hyperspace

Number (Base 2) h (Base 10) (k, h)

0 r10 (0, 0) 00 0 (0, 0)

1 r11 (1, 2) 10 2 (1, 2)

r21 (1, 1) 01 1 (1, 1)

2 r12 (2, 3) 11 3 (2, 3)
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are arranged in increasing order of m. Next the appropriate linkage

rules given by (1.10.10) are applied, with the total number of paths

obtained from (1.10.11) equal to 2!/1!1!¼ 2. The structure coefficients
{1,1}Tk

2,2, k ¼ 0; 1; 2 are found from the prescription (1.10.14) to be 1, 2,

and 1, which correspond to the second row of Pascal’s triangle. The net

displayed in Fig. 4.2 is easily seen to follow, with the explicit coordinates

given in Table 4.1. It is instructive to point out that the network map shown

in Fig. 4.2 forms the basis for the construction of state sequence diagrams

for all processes involving two unique radiation–matter interactions, after

the appropriate representation of initial and final system states (Jenkins

et al., 2002). Therefore, from the stencil shown, the state sequence diagrams

for two-photon absorption from two different beams, emission of two

photons of differing modes, and all linear forms of light scattering such as

Rayleigh and Raman—all of which are unimolecular in origin, as well as

for resonant migration of energy—a bimolecular process, may be readily

constructed. The salient radiation–matter states and associated energies are

then written down straightforwardly. A general state is given by

jrmk i ¼
Y
x

jxrm
k
ijradrm

k
i 
 jmatrm

k
ijradrm

k
i 
 jmatrm

k
; radrm

k
i; ð4:3:1Þ

with the relevant energy comprising a sum of radiation andmatter energies.

FIGURE 4.2 Interaction plane network for two distinguishable radiation–

matter couplings.
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The state sequence diagram for resonance excitation transfer is shown in

Fig. 4.3. In these pictorial representations, time increases from left to right.

The state of the system at a particular time instant at which an event

corresponding to an interaction vertex occurs is represented by a box, the

left-hand most corresponding to the initial state and the right-hand most to

the final state of the system. Between these two extremes in time are drawn

theintermediatestates thatconnect jii to jf i.Withineachboxaredepictedthe

state of thematerial particle(s) aswell as changes in the state of the radiation

field. The former are denoted by circles, with one or more arranged

horizontally in a line corresponding to species A, B, C, and so on. An open

circledesignates thespecies tobeinthegroundelectronicstate,whileacircle

that is filled or contains a letter labels the excited electronic state of the

specific unit. The appearance of f in a state box denotes the presence of a

photonin thesystem—either realorvirtual,withadditional labelsbeingused

to differentiate between photons differing in mode character. Hence, in

Fig. 4.3, the leftmost box corresponds to state jii given by (4.2.7a) with the
black circle showing thatA is initially excited and the open circle alongside

corresponds to acceptor species B, which is initially unexcited. No

photons—real or virtual—are present, hence an absence of the label f. In
the rightmostboxofFig.4.3, theopencirclecorresponds to thede-excitation

of A to its lowest energy state, and the circle denoting B is filled, indicating

transfer of energy from the donor species A. It is the state sequence

representation of the state (4.2.7b). The intermediate states (4.2.8a

and 4.2.8b) resulting from the twopossible time orderings and site of virtual

photoncreationareillustratedinthecenterof thefigure.Thelowerboxshows

that both species are in the ground electronic state, with one virtual photon

present after virtual emission byA, the label f denoting the virtual photon is
placed inbetween the twocircles,and the latterdepicting the twobodies.The

upper box illustrates the situation in which both A and B are electronically

excited with one virtual photon traversing between the pair, having been

created at B. The lower pathway coincides with the time-ordered graph of

Fig. 4.1a in which the virtual photon is emitted by A, while the upper path

corresponds to creation of a virtual photon by B, which becomes excited in

FIGURE 4.3 State sequence diagram for resonant transfer of energy.
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the process, and is illustrated by Feynman graph of Fig. 4.1b. Since the

state sequence diagrams represent an alternate pictorial display of time-

dependent perturbation theory methodology, the matrix element is cal-

culated using (4.2.6) and yields (4.2.16), with no special computational

benefit being gained by the use of state sequences in this case since the order

of perturbation theory is lowand the number of paths is only two.Additional

features and limitations associated with state sequence representations of

intermolecular interactions and virtual photon propagation will be detailed

in Chapter 5, when retarded dispersion forces are examined.

4.4 ENERGY TRANSFER BETWEEN CHIRAL SYSTEMS

Thus far in this chapter, the leading contribution to excitation energy

transfer between a pair of molecules, one of which is excited with the other

in the ground electronic state, has been calculated. Only the first term of the

multipolar form of interaction Hamiltonian, namely, the electric dipole

coupling term, needed to be retained. Inmany systems, however, especially

those of chemical and biological interest, the electric dipole approximation

to the transfer rate is no longer sufficient as deviations from the F€orster
result are found to occur, and the contributions arising from the inclusion of

higher multipole moments are required. This is pertinent for species in

which the ratio ofmolecular or chromophore size to interparticle separation

distance is sufficiently large. One such studied system is the interaction

between the carotenoid S1 state and chlorophyll (Scholes et al., 1997),

where higher order multipole corrections are found to be significant at

typical separations occurring in this light-harvesting complex. Another

example, of broader applicability, is provided by chiralmolecules, between

which migration of energy also takes place.

Molecules that lack an improper axis of rotation are termed chiral. These

entities exhibit a number of chiroptical properties, such as rotation of the

plane of polarization of light and differential absorption, emission, and

scattering of circularly polarized radiation. In addition, discriminatory

effects occur when optically active species interact with each other, such as

through resonance coupling or the dispersion force. Due to the low number

of symmetry elements in a chiral body, normally restrictive selection rules

applicable to electronic transitions are relaxed. Magnetic dipole, electric

quadrupole, and higher order multipole transitions become allowed in

addition to the leading electric dipole excitation process. When molecules

possess no symmetry, belonging to the C1 point group, for example,

transitions are allowed simultaneously to all multipole orders.
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The perturbation theory treatment of bimolecular resonant migration of

energy presented in Section 4.2 is now extended by relaxing the electric

dipole approximation and including magnetic dipole interaction terms,

thereby making the treatment applicable to excitation energy exchange

between optically active species (Craig and Thirunamachandran, 1998b).

In this case, the total Hamiltonian is again given by equation (4.2.1), but the

interactionHamiltonian (4.2.5) is nowmodified by the addition ofmagnetic

dipole couplings, and is of the form

HintðAÞþHintðBÞ ¼ �e�10 ~mðAÞ �~d?ð~RAÞ�~mðAÞ �~bð~RAÞ
�e�10 ~mðBÞ �~d?ð~RBÞ�~mðBÞ �~bð~RBÞ;

ð4:4:1Þ

where ~mðxÞ ¼ �ðe=2mÞð~qðxÞ�~RxÞ �~p is the magnetic dipole moment of

species x located at ~Rx, whose mass is m and linear momentum is ~p,
with~bð~rÞ the magnetic field operator.

As for pure electric dipole coupling, the matrix element for energy

transfer between optically active molecules is evaluated using the second-

order perturbation theory formula (4.2.6), in combination with the two

time-ordered diagrams shown in Fig. 4.1, but with each interaction

Hamiltonian term now a sum of two terms—containing an electric

dipole and a magnetic dipole contribution as in (4.4.1). Initial, final, and

intermediate states represented by (4.2.7) and (4.2.8) apply to the present

case.Making use of themode expansions for themicroscopic displacement

andmagnetic fields, thematrix element is evaluated in the standard manner

to yield

Mfi¼
X
~p;e

�hcp
2e0V

� �

h
e
ðeÞ
i ð~pÞm0ni ðAÞþ

1

c
b
ðeÞ
i ð~pÞm0n

i ðAÞ
i

�
h
e
ðeÞ
j ð~pÞmn0j ðBÞþ

1

c
b
ðeÞ
j ð~pÞmn0

j ðBÞ
i ei~p �~R

ðEn0��hcpÞ

�
h
e
ðeÞ
i ð~pÞm0ni ðAÞþ

1

c
b
ðeÞ
i ð~pÞm0n

i ðAÞ
i

�
h
e
ðeÞ
j ð~pÞmn0j ðBÞþ

1

c
b
ðeÞ
j ð~pÞmn0

j ðBÞ
i e�i~p �~R

ðEn0þ�hcpÞ

8>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>>>;

:

ð4:4:2Þ
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Unsurprisingly, the leading term above, proportional to m0ni ðAÞmn0j ðBÞ, is
identical to matrix element (4.2.9) calculated within the electric dipole

approximation, which led to result (4.2.16) in terms of the retarded

resonant electric dipole–dipole tensor V�ij ðk;~RÞ. Recognizing from

(1.4.58) that the sum over magnetic polarization vectors is identical to

that arising from summation over electric polarization vectors, the term

arising from the product of the transition magnetic dipole moments is the

same as that for electric dipole coupling (4.2.11), with~m0nðxÞ replaced by
ð1=cÞ~m0nðxÞ, x¼A;B. After grouping together pure electric, pure mag-

netic, and themixed terms and carrying out the polarization sum, thematrix

element (4.4.2) becomes

Mfi¼
X
~p

�hcp
2e0V

� � ðdij�p̂ip̂jÞ
h
m0ni ðAÞmn0j ðBÞþ

1

c2
m0n

i ðAÞmn0
j ðBÞ

i

þ 1

c
eijkp̂k m0ni ðAÞmn0

j ðBÞþm0n
j ðAÞmn0i ðBÞ

h i
8>>><
>>>:

9>>>=
>>>;

� ei~p �~R

ðEn0��hcpÞ þ
e�i~p �~R

�ðEn0þ�hcpÞ

( )
: ð4:4:3Þ

Hence, the pure magnetic dipole coupling contribution to the matrix

element and transfer rate for isotropic systems are written immediately

from (4.2.16) and (4.2.20) as

Mm-m
fi ¼ 1

c2
m0n

i ðAÞmn0
j ðBÞV�ij ðk;~RÞ ð4:4:4Þ

and

hGm-mi¼ rf
36p�he20c2R6

j~m0nðAÞj2j~mn0ðBÞj2 k4R4þk2R2þ3
 �
; ð4:4:5Þ

where �hck¼En0,V
�
ij ðk;~RÞ is defined by (4.2.17), and the superscriptm–m

denotes the pure magnetic dipole contribution. Like its electric–electric

(e–e) counterpart, the transfer rate (4.4.5) does not depend on the

handedness of A or B. Since ~m is a factor of the fine structure constant

smaller than~m, the corrections (4.4.4) and (4.4.5) are usually ignored. The
cross-term between the e–e and m–m terms do, however, depend on the

chirality of each species and is the source of one of the discriminatory

contributions to the rate. It arises from the term proportional to

154 RESONANT TRANSFER OF ENERGY



~mðAÞ~mðAÞ~mðBÞ~mðBÞþ~mðAÞ~mðAÞ~mðBÞ~mðBÞ in (4.4.3). It is explicitly

given by

hGdisci ¼ 2prf
�h ð
�
M

e-e

fi M
m-m
fi þMe-e

fi

�
M

m-m

fi Þ

¼� rf
18p�he20c2R6

j~m0nðAÞ�~mn0ðAÞjj~m0nðBÞ �~mn0ðBÞjðk4R4þk2R2þ3Þ:

ð4:4:6Þ

The second source of discrimination originates from the second term

within large braces of (4.4.3). Converting the ~p-sum to an integral and

performing the angular average using the result

1

4p

ð
p̂ke
�i~p �~RdW¼� i

p
~rk

sinpR

pR
¼�i cospR

pR
�sinpR

p2R2

� �
R̂k; ð4:4:7Þ

the electric–magnetic contribution to the matrix element is

Me-mþm-e
fi ¼� ik

2p2e0c
eijkR̂k m0ni ðAÞmn0

j ðBÞþm0n
j ðAÞmn0i ðBÞ

h i

�
ð1
0

1

k2�p2
p2 cospR

R
�p sinpR

R2

� �
dp;

ð4:4:8Þ

where k¼En0=�hc. Again, contour integration or use of special functions
can be employed to evaluate the integral whose result is

ð1
0

1

k2�p2
p2 cospR

R
�p sinpR

R2

� �
dp¼ p

2R2
ð1� ikRÞe�ikR; ð4:4:9Þ

yielding for (4.4.8),

Me-mþm-e
fi ¼ 
m0ni ðAÞmn0

j ðBÞþm0n
j ðAÞmn0i ðBÞ

�
U�ij ðk;~RÞ: ð4:4:10Þ

The retarded resonant interaction tensor U�ij ðk;~RÞ coupling electric and

magnetic dipoles is defined by

U�ij ðk;~RÞ ¼�
ik

4pe0c
eijk~rk

e�ikR

R
¼ 1

4pe0cR3
eijkR̂kðikR�k2R2Þe�ikR;

ð4:4:11Þ
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with factors that vary as R�1 and R�2. From the form of U�ij ðk;~RÞ, it is
apparent that the interaction (4.4.10) occurs through emission and absorp-

tion of a real photon of frequency v¼vn0¼En0=�h, and is therefore

completely dynamic and solely transverse in nature. This is true even in

the near zone, since in the limit k! 0, U�ij ð0;~RÞ!0, as expected on

physical grounds because static electric and magnetic dipoles do not

couple. The coupling (4.4.10) is maximized for the configuration in which

~mðxÞ, ~mðx0Þ, and R̂ are orthogonal to one another. The transfer rate arising

from (4.4.10), which is also discriminatory, is

Gdisc¼ 2prf
�h jM

e-mþm-e
fi j2

¼ 2prf
�h

k2

ð4pe0cÞ2
m0ni ðAÞmn0

j ðBÞþm0n
j ðAÞmn0i ðBÞ

h i

� �m0nk ðAÞ�mn0
l ðBÞþ�m0n

l ðAÞ�mn0k ðBÞ

 �
� eijm~rm

e�ikR

R

 !
ekln~rn

e�ikR

R

 !
; ð4:4:12Þ

which after orientational averaging becomes

hGdisci ¼� 8prf k
2

9ð4pe0cÞ2�hR4
j~m0nðAÞ �~mn0ðAÞjj~m0nðBÞ �~mn0ðBÞjðk2R2þ1Þ:

ð4:4:13Þ

The total discriminatory transfer rate is given by the sum of (4.4.6)

and (4.4.13),

hGdisci ¼� rf
18p�he20c2R6

j~m0nðAÞ�~mn0ðAÞjj~m0nðBÞ �~mn0ðBÞj

� 2k4R4þ2k2R2þ3
 �
: ð4:4:14Þ

It is customary to express the molecular factors appearing in the re-

sult (4.4.14) in terms of the optical rotatory strength tensor, defined to be

R0nðxÞ ¼�i~m0nðxÞ �~mn0ðxÞ; ð4:4:15Þ
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so that

hGdisci ¼ rf
18p�he20c2R6

R0nðAÞRn0ðBÞ 2k4R4þ2k2R2þ3
 �
: ð4:4:16Þ

Because~m is a polar vector and ~m is an axial quantity, their dot product

produces a pseudoscalar R0n, which changes sign when one enantiomer is

replaced by its mirror image form. The total transfer rate (4.4.16) clearly

depends on the handedness of each optical isomer, changing sign when

one enantiomer is substituted by its antipode.

The limiting forms of the rate are readily obtainable from expres-

sion (4.4.16) after the usual approximations. In the near zone, where

kR� 1, the rate reduces to


Gdisc
NZ

� ¼ rf
6p�he20c2R6

R0nðAÞRn0ðBÞ; ð4:4:17Þ

exhibiting inverse sixth power dependence on intermolecular separation

distance. It is of interest to note that this asymptote arises solely from the

first contribution to the discriminatory transfer rate (4.4.6) due to the

vanishing of (4.4.13) for small k (k ! 0). At the other separation extreme,

kR	 1 and the rate is


Gdisc
FZ

� ¼ rf k
4

9p�he20c2R2
R0nðAÞRn0ðBÞ; ð4:4:18Þ

which displays the expected inverse square dependence on R and is

characteristic of migration of excitation energy being mediated by real

photon emission and absorption.

4.5 EMITTER–ABSORBER MODEL

In the diagrammatic perturbation theory treatment of resonant transfer of

energy, coupling between the pair, be they chiral or not, was understood to

arise from the exchange of a single virtual photon. For the cases studied, the

transfer rate was shown to display an inverse square dependence on

interparticle separation distance in the limit of large R. The mechanism

at play at this distance extreme was interpreted as occurring as a result of

emission of a real photon by the excited donor followed by photon

absorption by the unexcited receiver and viewed as two separate events.
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Thewell-known transmitter–receiver or emitter–absorber model (Andrews

and Sherborne, 1987; Andrews, 1989; Craig and Thirunamachandran,

1992), therefore, naturally lends itself to the description of radiative energy

transfer. It involves picturing the donor as a source of radiation that

spontaneously emits a photon, while the second body acts as a receiver

entity, absorbing the propagated photon. Intermolecular coupling takes

placevia their common radiation intensity. This viewpoint is now applied to

the long-range migration of energy between optically active molecules

(Craig and Thirunamachandran, 1998b) from which the electric dipole-

approximated result is easily obtained on letting the transition magnetic

dipole moment term vanish.

Consider an excited chiral donor species A spontaneously emitting a

circularly polarized photon ofmode ð~k;L=RÞ. The initial and final states are
given by jii ¼ jEA

n ; 0ð~k;L=RÞi and j f i ¼ jEA
0 ; 1ð~k;L=RÞi, with A initially

in excited electronic state jni. Thematrix element is easily calculated using

the first-order time-dependent perturbation theory and the interaction

Hamiltonian

HintðAÞ ¼ �e�10 ~mðAÞ �~d?ð~RAÞ�~mðAÞ �~bð~RAÞ: ð4:5:1Þ
It is given by

Mem
fi ¼ i

�hck
2e0V

� �1=2

e
ðL=RÞ
i ð~kÞ m0ni ðAÞ �

i

c
m0n

i ðAÞ
� �

e�i
~k �~RA ; ð4:5:2Þ

whereA is positioned at~RA, the abbreviation em is used to signify emission,

and use has been made of the identity

b
ðL=RÞ
i ð~kÞ ¼ �ieðL=RÞi ð~kÞ; ð4:5:3Þ

which may be verified on inserting the definition of the unit circularly

polarized electric vector (1.4.12) into the transversality relation

~b
ðlÞð~kÞ ¼ k̂ �~eðlÞð~kÞ. Emission occurs with a given polarization in a cone

of solid angle dW centered around the direction of propagation. The rate is

calculated from the Fermi golden rule,

dGem ¼ 2p
�h jMfij2rf ; ð4:5:4Þ

where the number of levels per unit energy interval of the final state is

denoted by rf. Since the number of modes in volume V with wavevector
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lying between~k and~k þ d~k with energy in the range �hck and �hcðkþ dkÞ
within the cone is Vd3~k=ð2pÞ3 ¼ ðVk2dk dW=ð2pÞ3Þ, the density of final

states is this quantity divided by �hc dk; giving

rf ¼
Vk2 dW
ð2pÞ3�hc : ð4:5:5Þ

Substituting (4.5.2) and (4.5.5) into (4.5.4) produces

dGL=R
em ðWÞ ¼

k3 dW
8p2e0�h~e

ðL=RÞð~kÞ~eðL=RÞð~kÞ ~m0nðAÞ � i

c
~m0nðAÞ

����
����
2

; ð4:5:6Þ

which on orientational averaging yields


dGL=R

em ðWÞ
� ¼ k3dW

24p2e0�h ~m0nðAÞ � i

c
~m0nðAÞ

����
����
2

: ð4:5:7Þ

Integration over solid angle introduces a factor of 4p and produces an

expression for the rate of emission over all directions


GL=R
em

� ¼ k3

6pe0�h ~m0nðAÞ � i

c
~m0nðAÞ

����
����
2

¼ k3

6pe0�h j~m0nðAÞj2þ 1

c2
j~m0nðAÞj2 � 2i

c
~m0nðAÞ �~mn0ðAÞ

	
;

�
ð4:5:8Þ

where the upper and lower signs refer to L/R-circular polarization. It should

be noted that for pure electric and pure magnetic dipole emissions by a

chiral molecule, the rate is independent of the helicity of the emitted

photon. Further, the respective contributions apply for a given polarization;

an additional factor of two, therefore, arises on summation over the two

independent polarizations. It is advantageous to express the emission rate at

a point r in terms of the radiant energy flux per unit area per unit frequency

interval, Iðv; rÞ, with

Iðv; rÞ ¼ GL=R
em

� �hck
4pr2

¼ ck4

24p2e0r2

���~m0nðAÞ � i

c
~m0nðAÞ

���2: ð4:5:9Þ
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Now consider an optically active acceptor molecule B, initially in the

ground electronic state j0i, undergoing one-photon absorption of circularly
polarized light, whose irradiance per unit frequency is given by (4.5.9). The

absorption rate is calculated similarly to that given for emission above.

Interaction Hamiltonian (4.5.1) is re-employed but with A replaced by B,

and with the initial and final states now given by jii ¼ jEB
0 ; 1ð~k;L=RÞi and

jf i ¼ jEB
n ; 0ð~k;L=RÞi. The first-order perturbation theory gives for the

matrix element

Mabs
fi ¼ �i

�hck
2e0V

� �1=2

e
ðL=RÞ
i ð~kÞ mn0i ðBÞ �

i

c
mn0

i ðBÞ
� �

ei
~k �~RB ; ð4:5:10Þ

where ‘‘abs’’ designates absorption. Insertion of the above into the Fermi

golden rule yields the absorption rate

GL=R
abs ¼

2prf
�h

�hck
2e0V

� �
~eðL=RÞð~kÞ~eðL=RÞð~kÞ ~mn0ðBÞ � i

c
~mn0ðBÞ

����
����
2

; ð4:5:11Þ

which on rotational averaging results in

D
GL=R
abs

E
¼ pckrf

3e0V
~mn0ðBÞ � i

c
~mn0ðBÞ

����
����
2

: ð4:5:12Þ

It is worth pointing out that for absorption from an incident beam contain-

ing N photons, the cross-term of equation (4.5.12) leads to the single

molecule rate for circular dichroism of species B,

hGCDi ¼ � 4pikN
3e0V

rf~m
0nðBÞ �~mn0ðBÞ: ð4:5:13Þ

Noting that the intensity of light from a single photon is

I ¼
�hc2k
V

; ð4:5:14Þ

equation (4.5.12) can be written as

D
GL=R
abs

E
¼ pIrf

3�hce0 ~mn0ðBÞ � i

c
~mn0ðBÞ

����
����
2

: ð4:5:15Þ

Substituting (4.5.9) for the intensity due to radiation emitted by the excited

donor into the acceptor absorption rate (4.5.15), with r ¼ R ¼ j~RB�~RAj,
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gives the radiative contribution to the transfer rate,

hGradi ¼
k4rf

72p�he20R2
~m0nðAÞ � i

c
~m0nðAÞ

����
����
2

~mn0ðBÞ � i

c
~mn0ðBÞ

����
����
2

: ð4:5:16Þ

The leading contribution, namely, the pure electric dipole terms of each

molecule, is seen to be identical to the far-zone transfer rate (4.2.22) after

summingover left- and right-hand circular polarizations. In similar fashion,

the discriminatory contribution to the radiative transfer rate may be

extracted from (4.5.16), and is


Gdisc
rad

� ¼ k4rf
18p�he20c2R2

i~m0nðAÞ �~mn0ðAÞ
 �
i~m0nðBÞ �~mn0ðBÞ
 �

; ð4:5:17Þ

which is equal to (4.4.18) on noting the definition of the optical rotatory

strength (4.4.15) and on adding terms arising from each individual helicity.

Toward the end of Section 2.10, it was shown that the spontaneous

emission rate multiplied by the photon energy is equal to the Poynting

vector. Hence, the multipolar Maxwell field operators in the vicinity of a

source presented in Section 2.6 may be used to calculate the net rate of flow

of energy from an excited molecule when the former is taken to be the

source of radiation incident on the acceptor moiety instead of using the

perturbation theory method illustrated above.

4.6 RESPONSE THEORY CALCULATION

Diagrammatic time-dependent perturbation theory was used in Section 4.2

to calculate the matrix element for resonant transfer of excitation energy

between an excited and unexcited pair of interactingmolecules. An explicit

functional form for the retarded resonant electric dipole–dipole coupling

tensor valid for all separation distances outside the region of overlap of

molecular charge distributions was given. The transition rate, and its

asymptotic limits in the near and far zones, was calculated using the Fermi

golden rule formula. The treatmentwas then extended to dealwith optically

active molecules and the resulting discriminatory transfer rate.

In this section, it is shown how an alternative physical picture and

calculational method may be used to evaluate the matrix element for

migration of energy resonantly. The approach entails the use of the
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multipolar Maxwell field operators in the neighborhood of a source

computed in Section 2.6 in a response theory calculation (Power and

Thirunamachandran, 1983c). The unexcited acceptor molecule B couples

via its transition electric dipole moment to the radiation field due to the

excited donor molecule A, giving rise to the matrix element directly.

Using this method, the leading contribution to the matrix element for

energy transfer is found by treating species B, located at~RB, and initially in

the ground state, as a test dipole in the electric displacement field due to the

source dipole of A evaluated at the location of body B. The response of B to

the electric dipole-dependent driving electric displacement field of source

A, situated at~RA, and which is undergoing an 0 n transition, leads to the

interaction energy

�e�10 mn0j ðBÞe�iv0ntd?j ðA;~RB; tÞ: ð4:6:1Þ
In Section 2.6, the electric displacement field was expanded as a power

series in the source dipole moment,

d?j ðA;~RB; tÞ¼ d
ð0Þ
j ðA;~RB; tÞþdð1Þj

�
~m;A;~RB;t

�þdð2Þj

�
~m~m;A;~RB; t

�þ �� � ;
ð4:6:2Þ

where the first term on the right-hand side of (4.6.2) is the vacuum field,

independent of the source, and the second term is the first-order electric

displacement field, linearly dependent on the source moment ~m. The
contribution from the second term of (4.6.2) gives rise to the matrix

element for energy transfer that is proportional to the transition electric

dipole moment at each center. The first-order displacement field is

explicitly given by (2.6.21). Taking its zero–nth matrix element produces

h0jdð1Þi ð~m;A;~r; tÞjni¼
1

4p
m0nj ðAÞ

��~r2
dijþ~ri

~rj

�eikn0ðj~r�~RAj�ctÞ

j~r�~RAj
: ð4:6:3Þ

Inserting (4.6.3) into (4.6.1) results in the matrix element

� 1

4pe0
m0ni ðAÞmn0j ðBÞ

��~r2
dijþ~ri

~rj

�eikn0j~RB�~RAj

j~RB�~RAj
; ð4:6:4Þ

which on using the definition for the retarded dipole–dipole coupling

tensor, V�ij ðk;~RÞ given by (4.2.17), is seen to be identical to the result
obtained for Mfi (4.2.16) using perturbation theory, recalling that k¼ kn0
and R¼ j~RB�~RAj. The method presented clearly has the advantage of
illustrating the role played by radiation fields in the transfer of energy.
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It is straightforward to apply the response theory approach to the evaluation

of transfer rates between systems containing higher multipole moments, as

occurring in the migration of energy between chiral centers (Craig and

Thirunamachandran, 1999; Salam, 2005b). To leading order in this latter

case, for example, matrix elements are required for the magnetic dipole-

dependent electric displacement field and the electric and magnetic dipole-

dependentmagneticfields, inadditionto(4.6.3).Thus,from(2.7.6)and(2.7.7),

h0jdð1Þi ð~m;A;~r; tÞjni ¼ � 1

4pc
m0n

j ðAÞ
�
ikn0eijk~rk

� eikn0ðj~r�~RAj�ctÞ��~r�~RA

�� ð4:6:5Þ

and

h0jbð1Þi ð~mþ~m;A;~r; tÞjni ¼ 1

4pe0c

n
m0nj ðAÞ

�
ikn0eijk~rk

�
þ 1

c
m0n

j ðAÞ
��~r2

dij þ ~ri
~rj

�o eikn0ðj~r�~RAj�ctÞ��~r�~RA

�� : ð4:6:6Þ

For exchange of energy between an optically active pair, the extension

of (4.6.1) is
�e�10 mn0j ðBÞe�iv0ntd

ð1Þ
j

�
~mþ~m;A;~RB; t

�
�mn0

j ðBÞe�iv0ntb
ð1Þ
j

�
~mþ~m;A;~RB; t

�
;

ð4:6:7Þ

which directly leads to the matrix element

Meþm ¼ � 1

4pe0

(
mn0j ðBÞm0ni ðAÞ

��~r2
dij þ ~ri

~rj

�h

þ 1

c
mn0j ðBÞm0n

i ðAÞ
�
ikn0eijk~rk

�i

þ 1

c
�mn0

j ðBÞm0ni ðAÞðikn0eijk~rkÞ
h

þ 1

c
mn0

j ðBÞm0n
i ðAÞ

��~r2
dij þ ~ri

~rj

�i) eikn0R

R

¼
h
m0ni ðAÞmn0j ðBÞþ

1

c2
m0n

i ðAÞmn0
j ðBÞ

i
V�ij ðkn0;~RÞ

þ �m0ni ðAÞmn0
j ðBÞþm0n

i ðAÞmn0j ðBÞ
h i

U�ij ðkn0;~RÞ;
ð4:6:8Þ
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on using the definition of the retarded dipole–dipole interaction ten-

sors (4.2.17) and (4.4.11). Expression (4.6.8) is a sum of electric, magnetic,

and electric–magnetic cross-terms and is identical to the sum of (4.2.16),

(4.4.4), and (4.4.10). The discriminatory transfer rate (4.4.16) results

from (4.6.8) on extracting the modulus square of the electric– magnetic

interference contribution from the first term of the last form of (4.6.8)

and adding it to the absolute value squared of the second term of the last

equality of (4.6.8).

4.7 TIME-DEPENDENT ENERGY TRANSFER
AND CAUSALITY

The importance of the study of the resonant transfer of excitation

energy between an excited and an unexcited molecular pair lies not only

in the delineation of the underlying mechanism associated with the

migration of energy but also in the role played by this system in helping

to further understand the nature of causality and signal propagation. These

aspects emerge most clearly when exchange of energy takes place between

nonidentical systems, forwhich the Fermi golden rule rate formula does not

apply. Instead, the time-dependent probability must be calculated for

various state specifications of the system. An early calculation in this

context was carried out by Fermi (1932), who used time-dependent

perturbation theory and electric dipole coupling to calculate the probability

for energy transfer between the pair. Causal behavior resulted only when

certain approximations were made in the evaluation of the matrix element,

namely, that nonresonant energy denominator terms in the probability

amplitude were dropped and that integration limits over frequency were

extended fromnonnegativevalues to (�1,1). Subsequent efforts have led

to the accumulation of a large body of literature in which the Fermi

problem, and the multitude of scenarios that arise within it corresponding

to different possible experimental setups, has been examined in detail. The

conditions that ensure strict Einstein causality, that is, the excitation

probability vanishes exactly for times t<R/c, where R is the distance

between the transmitter and receiver objects, are now well understood

(Power and Thirunamachandran, 1983c, 1997). The appropriate computa-

tional techniques to be adopted and the physical viewpoint to be employed

in the solution of the problem are presented below. It is found that the

calculation of the transfer probability between two different species is most

easily carried out in the Heisenberg picture using the Maxwell fields

calculated in Section 2.6.
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In Fermi’s original formulation of the energy transfer problem, the

probability was required to be found for complete specification of the final

state of the system, namely, knowledge of themolecular states of donor and

acceptor, as well as the state of the radiation field was to be ascertained. A

noncausal result was obtained using time-dependent perturbation theory

when nomathematical approximations were made.While such a statement

of the problem provides a perfectly valid experimental scenario, measure-

ment would prove to be technically challenging. An equally acceptable,

alternative statement is to ask the question: Given that initially the system

comprises molecule A in an excited state, B in the ground state with no

photons present, what is the probability of finding B excited at some time?

In this reformulation, possibly experimentally more amenable, explicit

mention is made of only the state of the receiver entity, with the state of

the source molecule and the radiation field being left unspecified. Since A

and B are taken to be nonidentical in the present case, different labels are

used to denote excitation. The counterparts to the initial and final

states (4.2.7a, 4.2.7b) are

jii ¼ ��EA
m;E

B
0 ; 0ð~p; eÞ

� ð4:7:1Þ
and

j f i ¼ ��A;EB
n ;F

�
: ð4:7:2Þ

The initial state is the same as before, but now in the representation of the

final state, only the state of the acceptor speciesB is indicated precisely. The

kets jAi and jFi, respectively, designate eigenstates of molecule A and

number states of the radiation field, which are left arbitrary. The time-

dependent probability for the process represented by states (4.7.1)

and (4.7.2) is calculated via

PðtÞ ¼
X
A

X
F

jh f jHintjiij2; ð4:7:3Þ

where the sums are executed over a complete set of field states and

eigenfunctions of A.

Adopting the multipolar framework, the second quantized Hamiltonian

for the system is

H ¼ HmolþHradþHint; ð4:7:4Þ
where

Hmol ¼
X
m

b†mbmE
A
mþ

X
n

b†nbnE
B
n ; ð4:7:5Þ
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Hrad ¼
X
~p;e

a†ðeÞð~pÞaðeÞð~pÞþ 1

2

� �
�hv; ð4:7:6Þ

where the circular frequency v ¼ cp and p is the scalar magnitude of

the wavevector. In the electric dipole approximation, the interaction

Hamiltonian is

Hint ¼ �e�10

X
r;s

b†r ðA; tÞbsðA; tÞ~mrsðAÞ �~d?�~RA

�
�e�10

X
r;s

b†r ðB; tÞbsðB; tÞ~mrsðBÞ �~d?�~RB

�
; ð4:7:7Þ

where the time dependence of the fermion creation and destruction

operators is explicit. Using the method described in Section 2.6, it is

straightforward to calculate the electric displacement field for the two-body

system. To first and second orders in the source moment, the field is found

to be additive and may be written as

~d
?ð~r; tÞ ¼ ~d

ð0Þð~r; tÞþ~d ðA;~r; tÞþ~d ðB;~r; tÞ; ð4:7:8Þ
where ~d

ð0Þð~r; tÞ is the free displacement field and the source-dependent

terms are given by

diðx;~r; tÞ ¼ 1

4p

X
m;n

b†xm ðt�
��~r�~Rx

��=cÞbxn�t���~r�~Rx
��=c�

� mmn
j ðxÞ

��~r2
dij þ ~ri

~rj

� eivx
mnðt�j~r�~Rxj=cÞ��~r�~Rx

�� ; ð4:7:9Þ

for x¼A, B. Note that the interaction picture fermion creation and

annihilation operators are evaluated at the retarded time t�j~r�~Rj=c. A
consequence of this is that the field corresponding to one particular source is

not equal to the value of the field in the absence of the other molecule, and

vice versa. It is only at time t¼ 0 do the respective fermion operators act

exclusively in the Fock space of the particle concerned. For all other times,

b†m and bn act in the total system space—in this case the space of atoms A

and B and the field.

In terms of the fermion annihilation and creation operators, the prob-

ability (4.7.3) can be written as

PðtÞ ¼
X
F

X
m0

��F; 0A; 0B��bAm0 ðtÞbBn ðtÞ��0B;mA; 0ð~p; eÞ���2; ð4:7:10Þ
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where the molecular state j0xi corresponds to a zero-particle fermion state

with properties bxnj0xi ¼ 0 and b†xn j0xi ¼ jnxi. Expression (4.7.10) is

computed correct up to the fourth order in the transition moments by

extracting contributions proportional to j~mAj2j~mBj2 for times t>R/c. For

this case, the only field states that contribute are zero-photon j0ð~p; eÞi, one-
photon j1ð~p; eÞi, and two-photon j1ð~p; eÞ; 1ð~p0; e0Þi states. Hence, (4.7.10)
is the sum of three terms

PðtÞ¼ ��h0ð~p;eÞ;0A;0BjbA0 ðtÞbBn ðtÞj0B;mA;0ð~p;eÞi��2
þ
X
modes

��h1ð~p;eÞ;0A;0BjbAmðtÞbBn ðtÞj0B;mA;0ð~p;eÞi��2
þ
X
modes

��h1ð~p;eÞ;1ð~p0;e0Þ;0A;0BjbA0 ðtÞbBn ðtÞj0B;mA;0ð~p0;e0Þ;0ð~p;eÞi��2:
ð4:7:11Þ

To proceed further, the form of the time-dependent fermion operators are

needed, and they are readily obtained from the Heisenberg operator

equations of motion together with the Hamiltonian (4.7.4). This procedure

was detailed in Section 2.6. Hence,

bxnðtÞ¼bxnð0Þþbxnð~m;tÞ; ð4:7:12Þ
where

bxnð~m;tÞ¼
i

e0�h
X
m

ðt
0

dt0~mmnðxÞ�~d?ð~Rx;t
0Þbxmðt0Þe�iv

x
mnt
0
: ð4:7:13Þ

Examining in amplitude form the first term of (4.7.11), substituting (4.7.12)

produces
0ð~p;eÞ;0A;0B��
bA0 ð0ÞþbA0 ð~m;tÞ�
bBn ð0ÞþbBn ð~m;tÞ���0B;mA;0ð~p;eÞ�
¼0ð~p;eÞ;0A;0B��
bA0 ð0ÞbBn ð~m;tÞþbA0 ð~m;tÞbBn ð~m;tÞ���0B;mA;0ð~p;eÞ�

ð4:7:14Þ
on using bxnð0Þj0xi¼0. The second term in the second line of (4.7.14)

contributes to the probability for t<R/c and is ignored. On insert-

ing (4.7.12), the first term becomes

h0ð~p;eÞ;0A;0BjbA0 ð0Þ
i

e0�hmiðBÞ
ðt
0

dt0bB0 ðt0Þd?i ð~RB;t
0ÞeivB

n0
t0 j0B;mA;0ð~p;eÞi;

ð4:7:15Þ
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which can be approximated to

i

e0�hm
0n
i ðBÞ

ðt
0

dt0eiv
B
n0
t0 h0Ajdð1Þi ð~m;A;~RB;t

0ÞjmAi: ð4:7:16Þ

Since this term is explicitly proportional to m0ni ðBÞ, with the field linear in

the moment due to A ensuring that (4.7.16) depends on mjðAÞ also, the
matrix element appearing in this last equation is evaluated solely in the

space of the donor species. Incidentally, the contribution (4.7.16) does

indeed vanish for t0<R=c since the electric displacement field operator

linear in the source moment is causal. From (4.7.9), this field is given by

d
ð1Þ
i ð~m;A;~r;t0Þ¼

1

4p

X
m;n

b†Am ð0ÞbAn ð0Þmmn
j ðAÞ

���~r2
dijþ~ri

~rj

�e�ivA
mnðt0�j~r�~RAj=cÞ��~r�~RA

�� ; ð4:7:17Þ

so that the amplitude to be used in the first term of (4.7.11) is

i

4pe0�hm
0n
i ðBÞmm0

j ðAÞ
ðt
R=c

dt0eiv
B
n0
t0��~r2

dijþ~ri
~rj

�e�ivA
m0
ðt0�R=cÞ

R

¼ 1

4pe0�hm
m0
i ðAÞmn0j ðBÞeiðv

B
n0
�vA

m0
ÞR=c ��~r2

dijþ~ri
~rj

�eivA
m0
R=c

R

" #

� eiðv
B
n0
�vA

m0
Þðt�R=cÞ�1�

vB
n0�vA

m0

�
" #

: ð4:7:18Þ

Next, the modulus square of (4.7.18) is evaluated to obtain the probability

for R< ct, recalling that this will be the dominant contribution since the

second term of (4.7.14) applies to R> ct. Thus, the probability is

PðtÞ � 1

ð4pe0�hÞ2
mm0
i ðAÞmn0j ðBÞmm0

k ðAÞmn0l ðBÞ ð�~r
2
dijþ~ri

~rjÞe
ivA

m0
R=c

R

" #

� ��~r2
dklþ~rk

~rl

�e�ivA
m0
R=c

R

" #
� eiðv

B
n0
�vA

m0
Þðt�R=cÞ�1�

vB
n0�vA

m0

�
�����

�����
2

:

ð4:7:19Þ
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In addition, for resonant transfer of energy, vB
n0�vA

m0. This further

enhances the probability due to the near-resonant denominator.

Returning to expression (4.7.11) and examining the second term in the

form of a probability amplitude, this contribution can bewritten as a sum of

two terms again making use of relation (4.7.12),

h1ð~p; eÞ; 0A; 0BjbAmð0ÞbBn ð~m; tÞj0B;mA; 0ð~p; eÞi
þ h1ð~p; eÞ; 0A; 0BjbAmð~m; tÞbBn ð~m; tÞj0B;mA; 0ð~p; eÞi: ð4:7:20Þ

The first term of (4.7.20) has a nonzero term that is proportional to~mðBÞ, so
that the contribution to the third-order amplitude that depends on

~mðBÞj~mðAÞj2, namely, quadratically on ~mðAÞ and linearly on ~mðBÞ, is

required to evaluate the probability correct to j~mðBÞj2j~mðAÞj2. The term

linear in ~mðBÞ is given by

i

e0�h m
0n
i ðBÞ

ðt
0

dt0eiv
B
n0
t0 h1ð~p; eÞjdð0Þi ð~RB; t

0Þj0ð~p; eÞi

¼
�hck
2e0V

 !1=2

m0ni ðBÞeðeÞi ð~pÞe�i~p �~RB
eiðvþvB

n0
Þt�1�

vþvB
n0

�
" #

: ð4:7:21Þ

The third-order amplitude has contributions arising from both terms

of (4.7.20). They are

h1ð~p; eÞ; 0A; 0BjbAmð0Þbð3ÞBn ð~m; tÞj0B;mA; 0ð~p; eÞi
þ h1ð~p; eÞ; 0A; 0Bjbð2ÞAm ð~m; tÞbð1ÞBn ð~m; tÞj0B;mA; 0ð~p; eÞi: ð4:7:22Þ

Because the second term of (4.7.22) is found to yield a noncausal result, it is

dropped from further consideration. The first matrix element of (4.7.22) is

causal, however, and it contributes to the time-dependent probability for

energy transfer through interferencewith the first-order amplitude (4.7.21).

The relevant term of the third-order fermion annihilation operator is of the

form

bð3ÞBn ð~m; tÞ ¼ i

e0�h m
n0
i ðBÞ

ðt
0

dt0eiv
B
n0
t0bB0 ð0Þdð2Þi ð~m~m;A;~RB; t

0Þ; ð4:7:23Þ
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so that the first term of (4.7.22) becomes

i

e0�hm
0n
i ðBÞ

ðt
0

dt0eiv
B
n0
t0 h1ð~p; eÞjdð2Þi

�
~m~m;A;~RB; t

0�j0ð~p; eÞi: ð4:7:24Þ

Appearing in the last two formulas is the electric dipole-dependent

second-order electric displacement field of excited donor molecule A

evaluated at the position of particle B,~RB, whose explicit functional form

is given by (2.6.30), which is strictly causal. From (4.7.21) and (4.7.23), the

first-order third-order interference term is then

1

e20�h2
X
~p; e

m0ni ðBÞmn0j ðBÞ
ðt
0

dt000e�iv
B
n0
t000
ðt
0

dt0eiv
B
n0
t0

� h0ð~p; eÞjdð0Þi

�
~RB; t

000�j1ð~p; eÞih1ð~p; eÞj
� d

ð2Þ
j

�
~m~m;A;~RB; t

�j0ð~p; eÞiþ c:c:

ð4:7:25Þ

Alternatively, the quadratic field is readily obtained from (4.7.9). Its

diagonal matrix element evaluated over the electronic state jmi is

hmjdð2Þj ð~m~m;A;~RB; t
0Þjmi ¼ 1

4p
m0nk ðBÞ

��~r2
djkþ ~rj

~rk

� 1
R

� hmjb†ð1ÞA0 ðt0�~R=cÞj0ie�ivA
m0
ðt0�R=cÞ

h

þh0��bð1ÞA0 ðt0�~R=cÞjmieivA
m0
ðt0�R=cÞ

i
: ð4:7:26Þ

Inserting (4.7.26) into (4.7.25) and recognizing from (4.7.13) that

h0jbð1ÞAn ðt0�R=cÞjmi ¼ i

e0�h m
0m
l ðAÞ

ðt0�R=c

0

dt00e�iv
A
m0
t
00
d
ð0Þ
l ð~RA; t

00Þ;

ð4:7:27Þ
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produces for the interference term,

i

4pe20�h3
X
~p; e

m0ni ðBÞmn0j ðBÞm0mk ðAÞmm0
l ðAÞ

�
ðt
0

dt000e�iv
B
n0
t000
ðt
R=c

dt0eiv
B
n0
t0��~r2

djkþ ~rj
~rk

� 1
R

�
ðt0�R=c

0

dt00h0ð~p; eÞjdð0Þi ð~RB; t
000Þj1ð~p; eÞih1ð~p; eÞjdð0Þl ð~RA; t

00Þj0ð~p; eÞi

� 
e�ivA
m0
t
00
eiv

A
m0
ðt0�R=cÞ�eivA

m0
t
00
e�iv

A
m0
ðt0�R=cÞ�þ c:c:

ð4:7:28Þ
When vB

n0 � vA
m0, the leading term of (4.7.28) after carrying out the mode

sum and time integrals is found to be

1

ð4pe0Þ2
1

9p�h2
X
m; n

j~m0mðAÞj2j~mn0ðBÞj2

� ��~r2
dij þ ~ri

~rj

� eivA
m0
R=c

R

" #
1�

vB
n0�vA

m0

� ð1
0

dv�
vB
n0þv

��
vA
m0þv

�

� ��~r2
dij þ ~ri

~rj

� sinðvR=cÞ
R

" #

� �e�iðvB
n0
þvÞt�1ÞðeiðvB

n0
�vA

m0
Þt�eiðvB

n0
�vA

m0
ÞR=c�þ c:c:;

ð4:7:29Þ
for isotropically averaged species A and B.

Finally, returning to (4.7.11) and evaluating the third term, which

involves two-photon states and is proportional to~mðAÞ~mðBÞ. Its amplitude

is computed from

h1ð~p; eÞ; 1ð~p0; e0Þ; 0A; 0BjbA0 ðtÞbBn ðtÞj0B;mA; 0ð~p0; e0Þ; 0ð~p; eÞi

¼ � 1

e20�h2
m0ni ðBÞmm0

j ðAÞ
ðt
0

dt0e�iv
A
m0
t0
ðt
0

dt00eiv
B
n0
t
00

� h1ð~p; eÞ; 1ð~p0; e0Þjdð0Þj ð~RA; t
0Þdð0Þi ð~RB; t

00Þj0ð~p; eÞ; 0ð~p0; e0Þi:
ð4:7:30Þ
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Expression (4.7.30) contains the off-diagonal matrix element of the spa-

tiotemporal vacuum field correlation function, which is noncausal and

therefore does not contribute to the time-dependent probability for t>R/c.

The transfer probability is, therefore, given by the sum of (4.7.19) (after

orientational averaging) and (4.7.29). The dominant contribution to P(t) is

given by (4.7.19) since it is proportional to ðvB
n0�vA

m0Þ�2, in contrast

to (4.7.29) that has a ðvB
n0�vA

m0Þ�1 dependence. After random aver-

aging, (4.7.19) becomes

PðtÞ ¼ 1

ð4pe0Þ2
1

9�h2
X
m; n

j~m0mðAÞj2j~mn0ðBÞj2

� ��~r2
dij þ ~ri

~rj

� eivA
m0
R=c

R

" # ��~r2
dij þ ~ri

~rj

� e�ivA
m0
R=c

R

" #

�
sin2
n
ðvB

n0�vA
m0Þ=2

�ðt�R=cÞoh
ðvB

n0�vA
m0Þ=2

i2
¼ 2

9�h2
1

ð4pe0R3Þ2
X
m; n

j~m0mðAÞj2j~mn0ðBÞj2 3þðpRÞ2þðpRÞ4
h i

�
sin2
nh�

vB
n0�vA

m0

�
=2
i
ðt�R=cÞ

o
h
ðvB

n0�vA
m0Þ=2

i2 ; t > R=c; ð4:7:31Þ

where vB
n0 � vA

m0 ¼ cp.

4.8 PROOF OF CAUSALITY OF ENERGY TRANSFER
TO ALL ORDERS IN PERTURBATION THEORY

The time-dependent probability for resonant transfer of energy has been

calculated correct up to terms proportional to the product of the modulus

squares of the transition dipole moments of A and B, and the result was

shown to hold for R< ct. When t<R/c, P(t) vanishes at this order of

approximation. In this section, it is demonstrated that the probability is

strictly causal to all orders in perturbation theory (Power and Thirunama-

chandran, 1997). Again, the possible experimental scenario posited in the

previous section is considered, namely, the situation in which species B is

excited at some time t for t<R/c, ignoring the state of donorA—whichwas
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initially excited—and the state of the radiation field. For this purpose, it is

convenient to define a projection operator for entity B in terms of the

electron Fock space operators,

PmnðB; tÞ ¼ b†mðB; tÞbnðB; tÞ: ð4:8:1Þ
The time-dependent probability (4.7.11) can be written as the

expectation value of the projection operator PnnðB; tÞ for B to be found

in state jni at time t,

PðtÞ ¼ h0ð~p; eÞ;mA; 0BjPnnðB; tÞj0B;mA; 0ð~p; eÞi: ð4:8:2Þ

Differentiating (4.8.1) with respect to time and inserting

_bnðB; tÞ ¼
i

e0�h
X
m

~mmnðBÞ �~d?�~RB; t
�
bmðB; tÞe�iv

B
mnt; ð4:8:3Þ

with the last relation obtained from (4.7.13), an equation of motion may be

written for PmnðB; tÞ. It is

_PmnðB; tÞ ¼ _b
†

mðB; tÞbnðB; tÞþ b†mðB; tÞ _bnðB; tÞ
¼ � i

e0�h~m
uvðBÞ �~d?�~RB; t

�
PrsðB; tÞTmn;uv;rsðtÞ;

ð4:8:4Þ

where

Tmn;uv;rsðtÞ ¼ durdnsdmv e
�ivuvt�dusdmrdnv eivuvt: ð4:8:5Þ

Note that in the classical quantity defined in equation (4.8.5), the indices

appearing as subscripts in the Kronecker deltas refer to electronic states of

molecule B and do not designate Cartesian tensor components. As usual,

the Kronecker delta is nonvanishing onlywhen the two suffixes are equal to

each other, in which case they give unity. From (4.8.4) is obtained an

integral relation for the projection operator,

PmnðB; tÞ ¼ PmnðB; 0Þ� i

e0�h
ðt
0

dt0~muvðBÞ �~d?�~RB; t
0�Tmn;uv;rsðt0ÞPrsðB; t0Þ:

ð4:8:6Þ
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Iterating generates the following series correct to Nth order,

PmnðB; tÞ ¼PmnðB;0Þ� i

e0�h
ðt
0

dt0 ~muvðBÞ �~d?�~RB; t
0�h i

Tmn;uv;rsðt0ÞPrsðB;0Þ

þ � i

e0�h
� �2ðt

0

dt0
ðt0
0

dt
00
~muvðBÞ �~d?ð~RB; t

0Þ
h i

� ~mu0v0 ðBÞ �~d?ð~RB; t
00 Þ

h i
Tmn;uv;rsðt0ÞTrs;u0v0;r0s0 ðt00 ÞPr0s0 ðB;0Þ

þ � � � þ � i

e0�h
� �N ðt

0

dt1

ðt1
0

dt2 . . .

ðtN�1
0

dtN ~mðBÞ �~d?�~RB; t1
�h i

� ~mðBÞ �~d?�~RB; t2
�h i

. . . ~mðBÞ �~d?�~RB; tN
�h i

�Tðt1ÞTðt2Þ . . .TðtNÞPrNsN ðB;0Þ;
ð4:8:7Þ

where in the last term of (4.8.7), the molecular labels have been omitted.

The displacement field appearing in the formula for the projection operator

is the total field evaluated at B. This is of the form

~d
?�
~RB; ti

�¼~d
ð0Þ�

~RB; ti
�þ~d�B;~RB; ti

�
; ð4:8:8Þ

since for 0� t�R=c, ti lies within this range and ~d
�
A;~RB; ti

�
 0. Thus,
~d
�
B;~RB; t

�
is independent of~mðAÞ and hence of the intermolecular separa-

tion distance R. From this it can be concluded that afterN iterations, withN

arbitrary, the projection operator PnnðB; tÞ is independent of R for

0� t<R=c, thereby proving the causal nature of P(t) to all orders of~mðBÞ.
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CHAPTER 5

RETARDED DISPERSION FORCES

That is obviously a question of zero point energy.

—Remark by Niels Bohr to H. B. G. Casimir, from H. B. G. Casimir,

Niels Bohr, A Centenary Volume, A. P. French and P.J. Kennedy (Eds),

Harvard University Press, Cambridge, MA, 1985, p. 180.

5.1 INTRODUCTION

A key triumph of the theory of quantum electrodynamics is its application

to the study of molecular interactions. Problems of this type may be

examined using the formalism developed and successfully applied to a

single atomic or molecular center coupled to one or more sources of

external radiation, as exemplified by numerous and wide-ranging spectro-

scopic processes and quantum optical phenomena. This transferability of

the theory is due to the fact that ultimately all intermolecular couplings are

electromagnetic in origin and can be rationalized at one level as resulting

from the emission and absorption of virtual photons, as most clearly

personified by the use of the multipolar version of molecular quantum

Molecular Quantum Electrodynamics, by Akbar Salam
Copyright � 2010 John Wiley & Sons, Inc.
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electrodynamics. As demonstrated in the previous chapter, the perturbation

theory calculation of the resonant exchange of excitation energy is most

easily understood as arising from the transfer of a single such particle

between the pair. Creation and destruction of virtual photons are described

by the same theoretical techniques that are used to treat emission and

absorption of real quantized particles of light, with the added requirement

that all possible modes of the one or more virtual photons must be summed

over. This is due to the rapid (subject to time–energy uncertainty) appear-

ance and disappearance of this virtual particle. Hence, energy is conserved

only between initial and final states of the interacting system, but may be

violated for intermediate states.

Another fundamental intermolecular process that proves amenable to

study by the methods of molecular quantum electrodynamics, which forms

the subject of the present chapter, is the van derWaals dispersion force. For

two neutral nonpolar molecules in their ground electronic states, this

potential was first calculated using the methods of a quantized field theory

by Casimir and Polder (1948). Employing the minimal-coupling Hamilto-

nian and invoking the long-wavelength approximation, in which the spatial

variations of the vector potential were neglected, and leading to the electric

dipole approximation, they computed the interaction energy as a function

of the internuclear separation distance R and found the remarkable result

that at separations large relative to reduced characteristic transition wa-

velengths occurring within themolecular species, the energy shift varied as

R�7. This was in direct contrast to the accepted inverse sixth power

dependence on R of the dispersion interaction first found by London

(1930), whose perturbative calculation used a static dipolar coupling

potential. The diminution in the strength of the interaction at long range

was attributed by Casimir and Polder to proper allowance being made for

the finite speed of propagation of electromagnetic signals in the fully

quantum mechanical formulation of the theory. Fluctuations in the charge

distribution taking place at one center, which induce a similar distortion in

the electron density of the other particle, are therefore felt by the second

molecule after a time delay R=c, by which further time the charge cloud in

the first species will have subsequently redistributed, no longer coinciding

with its original configuration. London’s familiar resultwas found to follow

as the short-range limit of the general form of the potential valid for all R,

and was understood to arise from instantaneous mediation of electromag-

netic influences, a singularly unphysical feature of the semiclassical

method. While there has not yet been explicit experimental verification

of the Casimir–Polder potential in the microscopic regime since the

derivation of their result, there have been macroscopic measurements as
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well as a number of experiments concerned in general with Casimir effects.

The final section of this chapter is devoted to this topic.

In this chapter, three different physical viewpoints and calculational

schemeswithin themultipolar framework are adopted to evaluate thevander

Waals dispersion force. Each comes with its own set of merits and draw-

backs. In the first method to be presented, diagrammatic time-dependent

perturbation theory is employed to calculate the energy shift. This is the

often used method of attack and has the advantage of providing a visual

representation of the interpretation of the interaction as due to the exchange

of two virtual photons. One disadvantage of this technique is the difficulty

associated with its application to the computation of the interaction energy

when one of the pairs is electronically excited. Nonetheless, the calculation

is detailed in Section 5.6. Afterward, a second approach is introduced. It

relies on theMaxwell field operators derived inChapter 2. Themethod takes

the form of a response theory in which one molecule is viewed as a test

polarizable body in the electromagnetic field of a second source object, and

vice versa. A distinct benefit of this approach is that the energy shift when

both entities are in electronically excited states is easily calculated from the

outset, with potentials when one or none of the molecules are excited

reducing as special cases of themore general result. Finally, a third variant is

presented, which like the second method enables both ground- and excited-

state dispersion energies to be readily calculated and is commonly known as

the induced multipole moment method. This approach is based on the fact

that a moment is induced in a polarizable molecule by the action of a

radiation field. The moments induced at each center are coupled to

the retarded resonant multipole–multipole interaction tensor, whose

dipole (both electric andmagnetic terms) formwas calculated and appeared

in the treatment of the resonant transfer of energy to loworder in the previous

chapter. By taking the expectation value of this product of moments and the

coupling tensor over appropriate molecular and field states, the energy shift

is obtained in a facile manner. This particular approach has a number of

advantages over the first two mentioned above when other intermolecular

process are evaluated, as will be shown in subsequent chapters.

Each of the three alternative physical and computational approaches is

then used to calculate highermultipolemoment contributions to the retarded

dispersion interaction. Chief among them is the term proportional to the

product of mixed electric–magnetic dipole polarizability of each molecule

that characterizes the energy shift between optically active species, which is

found to be discriminatory. Other contributions include those involving a

magnetic dipole susceptible molecule, as well as the effect of the diamag-

netic coupling term, and electric quadrupole and octupole and diamagnetic
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interaction terms, which have recently acquired significance due to the

computation of highly accurate dispersion potentials for homo atom dimers

comprising hydrogen, helium, and alkali metals. Of the four mentioned

interaction terms, only the magnetic dipole and diamagnetic contribution to

the dispersion energy shift will be examined in detail. Using the methods to

be described in this chapter, higher order terms involving electric quadru-

pole and octupole interaction terms may be evaluated in similar fashion to

that used for electric and magnetic dipole coupling terms.

5.2 CASIMIR–POLDER POTENTIAL:
PERTURBATION THEORY

The dispersion energy shift is most commonly calculated by means of

diagrammatic time-dependent perturbation theory (Craig and Thirunama-

chandran, 1998a). Within the multipolar formalism, this interaction has a

simple interpretation. It is viewed as arising from the exchange of two

virtual photons ofmodes ð~p; eÞ and ð~p0; e0Þ between the pair. For two neutral
nonpolar moleculesA andB, both in their electronic ground states, the total

Hamiltonian for the system is given by

H ¼ H0þHint; ð5:2:1Þ

where

H0 ¼ HmolðAÞþHmolðBÞþHrad ð5:2:2Þ

and

Hint ¼ HintðAÞþHintðBÞ: ð5:2:3Þ

To leading order in perturbation theory, the dispersion potential is com-

puted using the fourth-order formula

DE ¼ �
X

I; II; III

h0jHintjIIIihIIIjHintjIIihIIjHintjIihIjHintj0i
ðEIII�E0ÞðEII�E0ÞðEI�E0Þ ; ð5:2:4Þ

when the interaction Hamiltonian is linear in the electromagnetic field. On

making the electric dipole approximation, (5.2.3) assumes the form

Hint ¼ �e�10 ~mðAÞ �~d?ð~RAÞ�e�10 ~mðBÞ �~d?ð~RBÞ; ð5:2:5Þ
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where A and B are positioned at ~RA and ~RB; respectively. An additional

term in the perturbation theory expression for the total energy shift (5.2.4)

due to normalization of the wavefunction has been omitted since it

applies only when the molecules are polar, a property that is not being

considered in the present treatment. The initial and final states appearing

in the equation for the interaction energy are the same in this problem

and are denoted by the ket j0i ¼ jEA
0 ;E

B
0 ; 0ð~p; eÞ; 0ð~p0; e0Þi corresponding

to both molecules in the their lowest energy state, Ex
0, x¼A, B, and the

field without photons. That the dispersion force is a manifestation of

fluctuations associated with the electromagnetic vacuum is evident from

the state representation of the system. In expression (5.2.4), the sums are

taken over all possible intermediate states that link j0i via the coupling

Hamiltonian (5.2.3). To facilitate evaluation of the energy shift and the

writing of intermediate states, as well as calculating differences in energy

between intermediate and ground states, as occurring in the denominator

of (5.2.4), time-ordered diagrams may be drawn. For the dispersion

interaction, which involves traversal of two virtual photons between A

and B, there are 4! distinct permutations of electron–photon coupling

vertices of the type exemplified by the interaction Hamiltonian (5.2.5).

Because virtual photons are ultimately indistinguishable, with the

primed and unprimed labels characterizing the two modes being intro-

duced merely as a device to aid calculation, with each mode being

individually summed over, the overall number of graphs depicting this

process is reduced by a factor of two, thereby avoiding any double

counting of virtual photons. The relevant graphs are illustrated in Fig. 5.1

in which the two virtual photons and their respective modes are

designated by f and f0. The excited energy levels of molecules A

and B are labeled by jri and jsi, respectively. Virtual photon emission

from a molecular ground state may be understood by recourse to the

time–energy uncertainty principle. For time intervals short subject

to DEDt � ð�h=2Þ, sufficient energy is acquired from the vacuum field

to permit creation of such a virtual photon. From the various time-

ordered sequences, four types of intermediate states are clearly evident.

They comprise (i) both species in the ground state with two virtual

photons in transit, (ii) both molecules excited with simultaneous pro-

pagation of two virtual photons, (iii) both molecules excited with no

photons present, and (iv) one species excited with one virtual photon

being exchanged. The intermediate states along with the ket j0i are used
to form and compute the numerator in (5.2.4), with the energy denomi-

nators read off from the individual graph and the last of these are listed

explicitly in Table 5.1. The interaction energy is obtained from the
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FIGURE 5.1 Twelve time-ordered graphs used for the calculation of ground-

state dispersion potential.
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expression (5.2.4) by adding the contribution from each of the 12 graphs.

It is found to be

DE¼�
X
~p;~p 0

X
e; e0

X
r; s

�hcp
2e0V

 ! �hcp0
2e0V

 !
e
ðeÞ
i ð~pÞ�eðeÞk ð~pÞeðe

0Þ
j ð~p0Þ�eðe

0Þ
l ð~p0Þ

�m0ri ðAÞmr0j ðAÞm0sk ðBÞms0l ðBÞeið~pþ~p
0Þ�~RXxii

a¼i
D�1a : ð5:2:6Þ

On deriving (5.2.6), use has been made of the fact that the factor preceding

the exponential function is invariant to the sign of~p and/or~p0, so that the

sign or signs of these vectors may be changed in the summands to give the

form of the exponent written. Appearing in the expression for the energy

shift are the transition electric dipole moment matrix elements of each

molecule taken over ground and excited electronic states, the internuclear

separation distance vector ~R¼~RB�~RA, with the energy denominator of

graph (a) signified by D�1a .

TABLE 5.1 Energy Denominators Used in the Calculation
of Casimir–Polder Potential

Graph Denominator

(i) ðEs0þ�hcpÞð�hcpþ�hcp0ÞðEr0þ�hcp0Þ
(ii) ðEs0þ�hcp0Þð�hcpþ�hcp0ÞðEr0þ�hcp0Þ
(iii) ðEs0þ�hcpÞðEr0þEs0ÞðEr0þ�hcp0Þ
(iv) ðEs0þ�hcpÞðEr0þEs0ÞðEs0þ�hcp0Þ
(v) ðEs0þ�hcp0ÞðEr0þEs0þ�hcpþ�hcp0ÞðEr0þ�hcp0Þ
(vi) ðEs0þ�hcp0ÞðEr0þEs0þ�hcpþ�hcp0ÞðEs0þ�hcpÞ
(vii) ðEs0þ�hcp0Þð�hcpþ�hcp0ÞðEr0þ�hcpÞ
(viii) ðEs0þ�hcpÞð�hcpþ�hcp0ÞðEr0þ�hcpÞ
(ix) ðEs0þ�hcp0ÞðEr0þEs0ÞðEr0þ�hcpÞ
(x) ðEr0þ�hcpÞðEr0þEs0ÞðEr0þ�hcp0Þ
(xi) ðEs0þ�hcpÞðEr0þEs0þ�hcpþ�hcp0ÞðEr0þ�hcpÞ
(xii) ðEr0þ�hcp0ÞðEr0þEs0þ�hcpþ�hcp0ÞðEr0þ�hcpÞ
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The energy denominators from the 12 graphs may be summed to give

Xxii
a¼i

D�1a ¼
4ðkr0þ ks0þ pÞ

�h3c3ðkr0þ ks0Þðkr0þ pÞðks0þ pÞ
1

ðpþ p0Þ �
1

ðp�p0Þ
� �

;

ð5:2:7Þ
so that the energy shift becomes

DE ¼ �
X
~p;~p 0

X
r; s

pp0
�hce20V2

 !
ðdik�p̂ip̂kÞðdjl�p̂0j p̂0lÞm0ri ðAÞmr0j ðAÞm0sk ðBÞ

�ms0l ðBÞ eið~p þ~p
0Þ �~R ðkr0þ ks0þ pÞ
ðkr0þ ks0Þðkr0þ pÞðks0þ pÞ

� 1

ð pþ p0Þ �
1

ðp�p0Þ

 !
; ð5:2:8Þ

after carrying out the polarization sum using the identity (1.4.56). Con-

verting the wavevector sums to integrals and carrying out the angular

averages using

1

4p

ð
ðdij�p̂i p̂jÞei~p �~RdW ¼ Im FijðpRÞ; ð5:2:9Þ

where

FijðpRÞ ¼ ðdij�R̂iR̂jÞ 1
pR
þðdij�3R̂iR̂jÞ i

p2R2
� 1

p3R3

� �� �
eipR;

ð5:2:10Þ
produces

� 1

4p4�hce20
X
r;s

m0ri ðAÞmr0j ðAÞm0sk ðBÞms0l ðBÞ
1

ðkr0þ ks0Þ

�
ð1
0

ð1
0

p3p03
ðkr0þ ks0þ pÞ
ðkr0þ pÞðks0þ pÞ

1

ðpþ p0Þ �
1

ðp�p0Þ

 !

�Im½FikðpRÞ�Im½Fjlðp0RÞ�dp dp0: ð5:2:11Þ

Because Im½Fjlðp0RÞ� is an even function of p0, the limits of the p0-integral
in (5.2.11) can be extended to�1 to1 and the principal value taken at the
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pole p0 ¼ �p, so that

ð1
�1

p03

ðpþ p0Þ Im Fjlðp0RÞ
� �

dp0 ¼ pp3 Re FjlðpRÞ
� �

; ð5:2:12Þ

giving for DE the expression

DE ¼ � 1

4p3�hce20
X
r; s

m0ri ðAÞmr0j ðAÞm0sk ðBÞms0l ðBÞ
1

ðkr0þ ks0Þ

�
ð1
0

p6
ðkr0þ ks0þ pÞ
ðkr0þ pÞðks0þ pÞRe FjlðpRÞ

� �
Im FikðpRÞ½ �dp: ð5:2:13Þ

On multiplying the real and imaginary parts of the tensor field FijðpRÞ
appearing in (5.2.13), the integral in the equation for the energy shift can be

written as a difference of two integrals,

1

4i

ð1
0

dp
ðkr0þks0þpÞ
ðkr0þpÞðks0þpÞe

2ipRp6

� aikajl
p2R2

þ iðaikbjlþbikajlÞ
p3R3

�ðaikbjlþbikajlþbikbjlÞ
p4R4

�2ibikbjl
p5R5

þ bikbjl
p6R6

#"

� 1

4i

ð1
0

dp
ðkr0þks0þpÞ
ðkr0þpÞðks0þpÞe

�2ipRp6

� aikajl
p2R2

� iðaikbjlþbikajlÞ
p3R3

�ðaikbjlþbikajlþbikbjlÞ
p4R4

þ 2ibikbjl
p5R5

þ bikbjl
p6R6

#
;

"

ð5:2:14Þ
where aij¼dij�R̂iR̂j andbij¼dij�3R̂iR̂j. Insertingp¼ iu in the first integral

and p¼�iu in the second one transforms the integral to a complex variable,

after which their sum gives

1

4

ð1
0

ðkr0þks0þ iuÞ
ðkr0þ iuÞðks0þ iuÞþ

ðkr0þks0�iuÞ
ðkr0�iuÞðks0�iuÞ

" #
aikajl
u2R2

þðaikbjlþbikajlÞ
u3R3

"

þðaikbjlþbikajlþbikbjlÞ
u4R4

þ 2bikbjl
u5R5

þ bikbjl
u6R6

#
e�2uRu6du: ð5:2:15Þ
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Substituting (5.2.15) into the integral occurring in equation (5.2.13) gives

the Casimir–Polder energy shift for a pair of molecules in fixed orientation

relative to each other,

DE¼� 1

8p3e20�hc
X
r;s

m0ri ðAÞmr0j ðAÞm0sk ðBÞms0l ðBÞ
ð1
0

kr0ks0

ðk2r0þu2Þðk2s0þu2Þ

� aikajl
u2R2

þðaikbjlþbikajlÞ
u3R3

þðaikbjlþbikajlþbikbjlÞ
u4R4

"

þ 2bikbjl
u5R5

þ bikbjl
u6R6

#
e�2uRu6du: ð5:2:16Þ

Orientationally averaging themolecularmultipolemomentsusing the result

hm0ri ðAÞmr0j ðAÞihm0sk ðBÞms0l ðBÞi¼
1

9
dijdklj~m0rðAÞj2j~m0sðBÞj2 ð5:2:17Þ

and contracting the geometrical tensors yields the familiar Casimir–Polder

potential for isotropic systems,

DE¼� 1

36p3e20�hc
X
r; s

j~m0rðAÞj2j~m0sðBÞj2
ð1
0

kr0ks0

ðk2r0þu2Þðk2s0þu2Þ

� 1

u2R2
þ 2

u3R3
þ 5

u4R4
þ 6

u5R5
þ 3

u6R6

" #
e�2uRu6du;

ð5:2:18Þ

which holds for all R beyond wavefunction overlap. An expression equiva-

lent to (5.2.18)maybewritten in termsof the isotropic polarizabilityaðx; iuÞ
of species x¼A;B at the imaginary frequency o¼ icu, where

aðx; iuÞ¼2

3

X
t

Et0

j~mt0ðxÞj2
E2
t0þð�hcuÞ2

: ð5:2:19Þ

It is given by

DE¼�
�hc

16p3e20

ð1
0

duu6 e�2uRaðA; iuÞaðB; iuÞ

� 1

u2R2
þ 2

u3R3
þ 5

u4R4
þ 6

u5R5
þ 3

u6R6

� 	
: ð5:2:20Þ
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It is instructive to examine the asymptotic behavior of the energy

shift (5.2.18) in the limits of large and small intermolecular separation. At

short range, R is much smaller than characteristic reduced transition

wavelengths,sothatkR�1.Withthisconditione�2uR�1,andthedominant

term within square brackets is that proportional to R�6. Employing the

integral relation

p
ðaþbÞ¼2

ð1
0

abdu

ða2þu2Þðb2þu2Þ; a;b>0; ð5:2:21Þ

the energy shift in the near zone is

DENZ¼� 1

24p2e20R6

X
r; s

j~m0rðAÞj2j~m0sðBÞj2
ðEr0þEs0Þ ; ð5:2:22Þ

which is instantly recognizableas theLondondispersionenergy.At theother

extremeofseparation,kR	1andu2maybeignoredinrelation tok2r0 andk
2
s0

in the denominators of the general result. After performing the u-integral

using the standard integral result

ð1
0

xne�axdx¼n!a�n�1; Rea>0; ð5:2:23Þ

the far zone asymptote is

DEFZ¼� 23�hc
64p3e20R7

aðA;0ÞaðB;0Þ; ð5:2:24Þ

in which the static polarizabilities appear, which may be obtained

from (5.2.19) on letting u¼ 0. The potential at large separations exhibits

an inverse seventh power dependence onR and is attributed to the effects of

retardation.

As indicated earlier, the calculation of the dispersion potential between a

pair of neutral, nonpolar molecules in their ground electronic states

constituted one of the foremost successes of the theory of quantum

electrodynamics. This pioneering calculation was first carried out by

Casimir and Polder in 1948. These researchers employed time-dependent

perturbation theory on the minimal-coupling form of Hamiltonian for the
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interaction of radiation with matter, instead of the multipolar framework

treatment presented herein. Nevertheless, in their computations, all con-

tributory terms correct up to the fourth order in the electronic charge still

had to be retained. These comprise single-photon interaction vertices of the

form ðe=mÞ~p �~a that arise in the fourth order of perturbation theory, a third-
order term involving coupling of the ðe2=2mÞ~a2 two-photon interaction

vertex at one site with the ðe=mÞ~p �~a interaction at the other center, and a

second-order contribution that arises from purely two-photon coupling

vertices at each molecule of the ðe2=2mÞ~a2 type. Knowing that the static

intermolecular Coulomb interaction appears explicitly in the minimal-

coupling scheme necessitates the inclusion of the effects of this term. This

is composed of a term in the second order of perturbation theory that

involves only the static Coulomb interaction and a third-order term arising

from the coupling of the mixed single-photon ðe=mÞ~p �~a contribution and

the Coulomb interaction. An intricate calculation accounting for each of

these contributions yields the energy shift (5.2.20).

5.3 NEAR-ZONE POTENTIAL: LONDON
DISPERSION ENERGY

In the diagrammatic perturbation theory calculation of the dispersion

potential applicable to all intermolecular separation distances outside the

region of charge overlap, the interaction was viewed as being mediated

by the exchange of two virtual photons. The near- and far-zone limiting

energy shifts were obtained from the full expression after making the

appropriate physical and mathematical approximations. In this and

the following sections, it is shown how the short- and long-range asymp-

totic interaction energies may be evaluated directly by retaining and

summing over a subset of the time-ordered graphs shown in Fig. 5.1, with

the appropriate graphs to be summed over being justified on physical

grounds.

To be effective at short separation distances, virtual photons with high

wavevector values will dominate the interaction. This is most easily

understood by appeal to the time–energy uncertainty principle. In the near

zone, photons will be emitted and absorbed after a very short time, during

which the energy borrowed by them from the vacuum will be large.

Table 5.1 reveals that denominators arising from graphs (iii), (iv), (ix),

and (x) are the smallest, and consequently, make the biggest contribution to

the energy shift. These four energy denominators can, therefore, all be

approximated to �hcp�hcp0ðEr0þEs0Þ. It is interesting to note that in each of
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the four graphs singled out, only one virtual photon propagates at any given

time instant. Summing the contributions from the four graphs mentioned

above in the usual way produces

DE¼�4
X
~p;~p 0

X
r; s

�hcp
2e0V

 ! �hcp0
2e0V

 !
ðdik�p̂i p̂kÞðdjl�p̂0j p̂0lÞ

�m0ri ðAÞmr0j ðAÞm0sk ðBÞms0l ðBÞeið~pþ~p
0Þ �~R 1

ð�hcÞ2pp0ðEr0þEs0Þ
; ð5:3:1Þ

after performing the polarization sums. Converting the ~p;~p0-sums to

integrals gives

DE¼� 1

e20

X
r; s

1

ðEr0þEs0Þm
0r
i ðAÞmr0j ðAÞm0sk ðBÞms0l ðBÞ

� 1

ð2pÞ6
ðð
ðdik�p̂ip̂kÞðdjl�p̂0j p̂0lÞeið~pþ~p

0Þ�~Rd3~pd3~p0:
ð5:3:2Þ

The integrals featuring in (5.3.2) may be evaluated using the relation

1

ð2pÞ3
ð
ðdij�p̂ip̂jÞei~p �~R d3~p¼�

1

4pR3
ðdij�3R̂iR̂jÞ; ð5:3:3Þ

which holds for positive R only, resulting in the near-zone energy shift for

an oriented A–B pair,

DE¼� 1

16p2e20R6

X
r; s

1

ðEr0þEs0Þm
0r
i ðAÞmr0j ðAÞm0sk ðBÞms0l ðBÞ

�ðdik�3R̂iR̂kÞðdjl�3R̂jR̂lÞ: ð5:3:4Þ

The energy shift (5.2.22) follows immediately from (5.3.4) after random

averaging.

In the near zone, the energy shift may be understood as arising from

instantaneous coupling between the two molecules. It is commonly calcu-

lated using the second-order perturbation theory when the static dipolar

coupling potential,

VAB ¼ 1

4pe0R3
miðAÞmjðBÞðdij�3R̂iR̂jÞ; ð5:3:5Þ
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is used as the perturbation operator. Diagrammatically, the interaction may

be visualized as illustrated in Fig. 5.2. Because the interaction is not

delayed, A and B are coupled by VAB at the same time. Applying (5.3.5) in

the formula for the second-order energy shift,

DE ¼ �
X
I

h0jVABjIihIjVABj0i
ðEI�E0Þ ; ð5:3:6Þ

on using the ground-state representation of the total system j0i given in the
Section 5.2, the result (5.3.4) is easily obtained.

To express the London dispersion energy in terms of polarizabilities, it

is common to make the average energy approximation or to invoke

Unsold’s theorem. An identical result can be achieved on making a

two-level approximation. Denoting the lowest energy transition in mole-

cule x as Ex, the static isotropic electric dipole polarizability is

aðx; 0Þ ¼ 2

3

j~mðxÞj2
Ex ; ð5:3:7Þ

where~mðxÞ is the transition dipole between the two levels. This enables the
London dispersion energy (5.2.22) to be written as

DE ¼ � 3

64p2e20R6

� �
aðA; 0ÞaðB; 0Þ~E; ð5:3:8Þ

if the scaled energy is

~E ¼ 2EAEB

EAþEB
: ð5:3:9Þ

FIGURE 5.2 Diagram used in the calculation of London dispersion energy

depicting static dipolar coupling.
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Finally, it is interesting to note that the averaged near-zone energy

shift (5.2.22) can bewritten in closed form as an integral over the product of

the polarizabilities at imaginary frequency of A and B in a form that

resembles the Casimir–Polder potential (5.2.20). This is accomplished by

using the integral representation (5.2.21) after extending the domain to

cover both positive and negative imaginary frequencies to give

DE ¼ � 1

24p3e20R6

X
r; s

ð1
�1

du
Er0Es0j~m0rðAÞj2j~ms0ðBÞj2
ðE2

r0þ u2ÞðE2
s0þ u2Þ : ð5:3:10Þ

Substituting for the isotropic dynamic polarizabilities from (5.2.19) results in

DE ¼ � 3

32p3e20R6

� � ð1
�1

aðA; iuÞaðB; iuÞdu: ð5:3:11Þ

5.4 FAR-ZONE DISPERSION POTENTIAL

In the wave zone, a pair of interacting molecules is separated by a distance

considerably greater than the reduced wavelengths of molecular transi-

tions. Hence, at this separation regime, the most important contribution to

the energy shift is made by virtual photons with low values of wavevector p

and p0. Thismeans that energymaybe borrowed from thevacuum for longer

durations and can consequently be effective over larger distances. From

Table 5.1, it is seen that denominators that satisfy this condition each

contain the factor �hcðpþ p0Þ. Once again four graphs of Fig. 5.1 contribute
to the potential in the far zone. They are diagrams (i), (ii), (vii), and (viii).

Since Er0;Es0 	 �hcp; �hcp0, each energy denominator product may be

approximated to Er0Es0ð�hcpþ�hcp0Þ. Adding the contribution from the

four graphs leads to

DE ¼ �4
X
~p; ~p 0

X
e; e0

X
r; s

�hcp
2e0V

 ! �hcp0
2e0V

 !
e
ðeÞ
i ð~pÞ�eðeÞk ð~pÞeðe

0Þ
j ð~p0Þ�eðe

0Þ
l ð~p0Þ

�m0ri ðAÞmr0j ðAÞm0sk ðBÞms0l ðBÞ eið~p þ~p
0Þ �~R 1

Er0Es0ð�hcpþ�hcp0Þ :

ð5:4:1Þ

After performing the polarization sums, converting the wavevector sums

to integrals, orientationally averaging the transition dipole moments,
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and expressing the molecular part in terms of the isotropic static polariz-

ability

aðx; 0Þ ¼ 2

3

X
t

j~mt0ðxÞj2
Et0

; ð5:4:2Þ

expression (5.4.1) becomes

DE¼�
�hc
4e20

aðA;0ÞaðB;0Þ
ðð

pp0

ðpþp0Þðdij�p̂ip̂jÞðdij�p̂
0
ip̂
0
jÞ

�eið~pþ~p 0Þ�~R d3~p

ð2pÞ3
d3~p0

ð2pÞ3 : ð5:4:3Þ

To separate the variables p and p0, the following integral representation

is applied:

1

ðpþp0Þ¼R

ð1
0

dZe�ðpþp
0ÞRZ; ð5:4:4Þ

enabling the energy shift to be written as

DE¼�
�hcR
4e20

aðA;0ÞaðB;0Þ
ð1
0

dZ
1

ð2pÞ3
ð
p3ðdij�p̂ip̂jÞei~p �~Re�pRZdpdW

( )2

:

ð5:4:5Þ
Concentrating on the factor occurringwithin braces, the angular integration

may be carried out straightforwardly to leave

1

2p2

ð1
0

dpp3 ðdij�R̂iR̂jÞsinpR
pR
þðdij�3R̂iR̂jÞ cospR

p2R2
�sinpR

p3R3

� �� 	
e�pRZ:

ð5:4:6Þ
The p-integrals are carried out using the standard integrals

ð1
0

e�axsinmxdx¼ m

a2þm2
; a>0; ð5:4:7aÞ

ð1
0

xe�axcosmxdx¼ a2�m2

ða2þm2Þ2 ; a>0; ð5:4:7bÞ
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and ð1
0

x2e�axsinmxdx¼2mð3a2�m2Þ
ða2þm2Þ3 ; a>0; ð5:4:7cÞ

to give for (5.4.6),

1

p2R4
ðdij�R̂iR̂jÞð3Z

2�1Þ
ðZ2þ1Þ3�ðdij�3R̂iR̂jÞ 1

ðZ2þ1Þ2
" #

: ð5:4:8Þ

Squaring (5.4.8) and inserting into (5.4.5) produces

DE¼�
�hc

p4e20R7
aðA;0ÞaðB;0Þ

ð1
0

dZ
ð3�2Z2þ3Z4Þ
ðZ2þ1Þ6 : ð5:4:9Þ

Performing the Z-integral using

ð1
0

x2m

ðax2þcÞndx¼
ð2m�1Þ!!ð2n�2m�3Þ!!p
2�ð2n�2Þ!!amcn�m�1 ffiffiffiffiffi

ac
p ; ð5:4:10Þ

with (2rþ 1)!!¼ 1�3�5...(2r þ 1) and (2r)!!¼ 2�4�6...(2r), results in

DE¼� 23�hc
64p3e20R7

aðA;0ÞaðB;0Þ; ð5:4:11Þ

which is the far-zone Casimir–Polder potential (5.2.24).

Finally, it is shown how second-order time-dependent perturbation

theory may be used to obtain the far-zone energy shift (5.4.11). This is

a viable option due to the observation that in each of the four time-ordered

diagrams used to calculate the wave-zone result, intermediate state jIIi
represents a state inwhich twovirtual photons are simultaneously in transit,

in one case emitted by speciesA and in the other bymoleculeB. These four,

linear in the interaction vertex graphs, may be reduced to two diagrams by

collapsing the two one-photon coupling vertices at each center to produce a

two-photon vertex at each site, as shown in Fig. 5.3. Each vertex is

represented by an effective interaction Hamiltonian of the form

Heff; int ¼ � 1

2e20

X
modes

X
x

aijðx; 0Þd?i ð~RxÞd?j ð~RxÞ; x ¼ A;B; ð5:4:12Þ
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which is able to describe all combinations of annihilation/destruction

events involving two-photons since the coupling Hamiltonian is now

quadratic in the electric displacement field and in the process reducing the

required order of perturbation theory by two. The new interaction

Hamiltonian is obtained from the multipolar Hamiltonian (5.2.1) by

performing a canonical transformation on the latter, with the generator

chosen specifically to cancel the coupling terms linear in the electric

dipole moment and displacement field (5.2.5). Interaction Hamilto-

nian (5.4.12) is also known as the Craig–Power Hamiltonian (Craig and

Power, 1969).

From the two Feynman graphs of Fig. 5.3, the states to be used in the

calculation of DE are easily written down. As before, the initial and final

states are the same and are identical to the ket j0i used previously, namely,

j0i ¼ jEA
0 ;E

B
0 ; 0ð~p; eÞ; 0ð~p0; e0Þi. Only one ket is required to represent the

intermediate state of both graphs (Fig. 5.3a) and (Fig. 5.3b) in the second-

order of perturbation theory, as the two states are identical. They are given

by jIai ¼ jIbi ¼ jEA
0 ;E

B
0 ; 1ð~p; eÞ; 1ð~p0; e0Þi. The energy shift is computed

from

DE ¼ �
X
I

h0jHeff; intjIihIjHeff; intj0i
ðEI�E0Þ : ð5:4:13Þ

To facilitate calculation, it is convenient to expand the effective interaction

Hamiltonian in terms of annihilation and creation operators for the

0 0 0 0

0 00 0

A A BB

(a) (b)

Hint(A)

Hint(A)Hint(B)

(p ′, ε ′)
Hint(B)

(p ′, ε ′)

(p, ε )(p, ε )

FIGURE 5.3 Collapsed two-photon graphs for the far-zone Casimir–Polder

potential.
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two exchanged virtual photons using the mode expansion for ~d
?ð~rÞ.

This results in

Heff; intðxÞ ¼ 1

2e20

X
modes

aijðx; 0Þ
�hcpe0
2V

 !1=2 �hcp0e0
2V

 !1=2

�
h
e
ðeÞ
i ð~pÞeðe

0Þ
j ð~p0ÞaðeÞð~pÞaðe

0Þð~p0Þeið~p þ~p 0Þ �~Rx

�eðeÞi ð~pÞ�eðe
0Þ

j ð~p0ÞaðeÞð~pÞa†ðe
0Þð~p0Þeið~p�~p 0Þ �~Rx

��eðeÞi ð~pÞeðe
0Þ

j ð~p0Þa†ðeÞð~pÞaðe
0Þð~p0Þe�ið~p�~p 0Þ �~Rx

þ�e
ðeÞ
i ð~pÞ�eðe

0Þ
j ð~p0Þa†ðeÞð~pÞa†ðe

0Þð~p0Þe�ið~p þ~p 0Þ �~Rx

i
: ð5:4:14Þ

Only the first and last terms of (5.4.14), namely, those that destroy and

create two photons, respectively, are required in the calculation. Summing

over the contributions from the two graphs gives

DE ¼ �
�hc
2e20

X
~p; ~p 0

X
e; e0

pp0

ðpþ p0Þ aijðA; 0ÞaklðB; 0Þ�e
ðeÞ
i ð~pÞeðeÞk ð~pÞ

��eðe0Þj ð~p0Þeðe
0Þ

l ð~p0Þeið~p þ~p
0Þ �~R : ð5:4:15Þ

Proceeding in the usual way by carrying out the e; e0-sums, performing a

molecular average and absorbing a factor of 1
3

� �2
into the product of the

isotropic polarizabilities, transforming the ~p; ~p0-sums to integrals, and

dividing by two to avoid double counting of the virtual photons, which are

indistinguishable, yield expression (5.4.3) for the interaction energy shift.

Hence, the remainder of the computation leading to the far-zone limiting

form (5.4.11) is identical to that presented earlier in this section.

5.5 STATE SEQUENCEDIAGRAMS FORDISPERSION FORCE

Formal rules were given in Section 1.10 for the generation of interaction

plane networks that depict the allowed sequence of photon absorption and

emission events for any nth order process occurring in a hyperspace of

dimension n. After designation of the relevant process-specific initial and

final states, the intermediate levels connecting jii to j f i in correct time-

ordered sequences may be written systematically and employed in the

construction of the appropriate state sequence diagram (Jenkins et al., 2002).

Perturbation theory may then be used in the usual manner to arrive at the
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probability amplitude or energy shift for the process. This modus operandi

was carried out in Section 4.3 for the problem of resonant exchange of

excitation energy. Since migration of energy was understood to arise from

single virtual photon exchange in the perturbative treatment, its representa-

tion in terms of state sequences was especially facile and could quite easily

and legitimately been sketched directly from the two Feynman diagrams of

Fig. 4.1, which are usually used in the calculation of the transfer rate.

As has been demonstrated in Section 5.2, the molecular QED perturba-

tion theory computation of the van der Waals dispersion energy shift

involves summation over 4!=2! ¼ 12 two-photon exchange diagrams. To

further extend the range of application of the alternative diagrammatic

approach, in particular to higher order intermolecular processes, and to

elicit pros and cons of the method, the state sequence representation of the

dispersion potential is obtained in this section (Alligood and Salam, 2007).

Since there are four distinguishable photon–matter interactions in

the representation of the dispersion force, due to virtual emission and

absorption occurring twice at each center, the hyperspace dimension n

corresponds to four in this problem. With each vertex labeled by an index

and each index in turn denoted by a vector whose multiplicity is one, the

set of four orthogonal basis vectors for the problem are given by

I ¼ f1~i1; 1~i2; 1~i3; 1~i4g.Asperturbation theoryformulasdemandsummation

over all intermediate states linking initial to final, which is achieved in the

graphical method by the drawing of all topologically distinct diagrams, the

analogous procedure in the state sequence formulation is accomplished via

index manipulation. Using the prescription detailed in Section 1.10, hyper-

space coordinates of the form(C1,C2,C3,C4)withCj¼ 0, 1, only for j¼ 1–4,

are generated from the set of vectors I. These coordinates are subsequently

converted from a binary base B¼ 2 (since cj¼ 1) to a decimal base, thereby

allowing the (k, h) coordinates to be obtained for the plotting of the general

4-space interaction plane, and the writing of system states jrmk i for each
vertex. This is summarized in Table 5.2. From the entries in the right-hand

most column, the network plane for n¼ 4 is plotted, as illustrated in Fig. 5.4.

As for the network map Fig. 4.2, which involved all processes described by

two distinguishable photon emissions and/or absorptions, the interaction

plane network shown in Fig. 5.4 serves as a blueprint for the construction of

state sequence diagrams for any process that contains four unique photonic

events. As to be expected and calculated from (1.10.11), there are 24 paths

from the i-terminus to the f-terminus, 4!=1!1!1!1! ¼ 24. Since the two

exchanged virtual photons are differentiated for calculational purposes by

attaching different labels to them, a factor of one-half is introduced in the

computation toaccount for the fact thatmodeproperties associatedwithboth
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TABLE 5.2 Hyperspace and Interaction Plane Coordinates for Four
Distinct Radiation–Matter Couplings

k Vertex

Hyperspace

Coordinate

Hyperspace

Number (Base 2) h (Base 10) (k, h)

0 r10 (0, 0, 0, 0) 0000 0 (0, 0)

1 r11 (0, 0, 0, 1) 0001 1 (1, 1)

r21 (0, 0, 1, 0) 0010 2 (1, 2)

r31 (0, 1, 0, 0) 0100 4 (1, 4)

r41 (1, 0, 0, 0) 1000 8 (1, 8)

2 r12 (0, 0, 1, 1) 0011 3 (2, 3)

r22 (0, 1, 0, 1) 0101 5 (2, 5)

r32 (0, 1, 1, 0) 0110 6 (2, 6)

r42 (1, 0, 0, 1) 1001 9 (2, 9)

r52 (1, 0, 1, 0) 1010 10 (2, 10)

r62 (1, 1, 0, 0) 1100 12 (2, 12)

3 r13 (0, 1, 1, 1) 0111 7 (3, 7)

r23 (1, 0, 1, 1) 1011 11 (3, 11)

r33 (1, 1, 0, 1) 1101 13 (3, 13)

r43 (1, 1, 1, 0) 1110 14 (3, 14)

4 r14 (1, 1, 1, 1) 1111 15 (4, 15)

FIGURE 5.4 Network map for four unique photonic events.
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virtual photons are summed over and ultimately all virtual photons are

indistinguishable, being emitted and subsequently reabsorbed. Furthermore,

the structure coefficients aregivenby the fourth rowofPascal’s triangle:146

41,whichmaybeobtainedfromformula(1.10.14), f1;1;1;1gT 4;4
k fork¼ 0,1,2,

3, 4. As a consequence, these structural features will appear in any ensuing

state sequence diagram when degeneracy is absent.

Returning to the Casimir–Polder potential, associating indices~i1 with
virtual emission of photon f0,~i2 with emission of virtual photon f,~i3 with
virtual absorption of f0, and~i4 with absorption of f leads to the state

sequence diagram shown in Fig. 5.5. Entities A and B are represented by

circles on the left and right of each box, respectively, with an open circle

denoting that a species is in the ground state. Easily identifiable from

Fig. 5.5 are the initial and final state sequences, depicted by the left- and

right-hand most boxes in the time evolution, corresponding to the states

jii ¼ jf i ¼ j0i, denoting the vacuum state in which no real or virtual

photons are present and both molecules are in their lowest energy states.

After virtual excitation, entity A jumps to a higher level jri, which is

represented in a cell by a circle with label r enclosed, while the encircled s
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φA

φB

r

r r
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r
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r

rs

s
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φ′A

φ′A

φ′A

φ′B

φ′B

φ′B
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φB

φB

φA

φA
φA

φ

φ′

FIGURE 5.5 State sequence diagram for the Casimir–Polder potential. The

pathway corresponding to graph (i) of Fig. 5.1 is

.
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denotes a state jsi towhichmoleculeB has been electronically excited. The

modes corresponding to the two exchanged virtual photons f and f0 are
designated by ð~p; eÞ and ð~p0; e0Þ, respectively. A symbolf orf0 in the upper
right-hand corner of a box representing intermediate states jIIi denotes
which one of the two virtual photons has completed its propagation

between the two centers. Moreover, the subscripts appearing on f or f0

indicate the site of virtual emission. Although strictly unnecessary, these

last two additional labels prevent possible ambiguity, particularly for

interactions to and from the second intermediate state in which A is in

excited state jri, B is in state jsi, and no virtual photons are present, which
occurs when only one of the virtual photons is traversing between the pair.

Each of the 24 paths that can be traced out in Fig. 5.5 corresponds to one of

the 4! possible time orderings of a two-virtual photon exchange Feynman

diagram, half of whose number are shown explicitly in Fig. 5.1.

All of the relevant matter–field states to be employed in the fourth-order

perturbation theory formula for the energy shift (5.2.4) are readily obtained

from (4.3.1) and the state sequence diagram of Fig. 5.5, and the matrix

elements are computed in the usual manner to yield the Casimir–Polder

potential (5.2.18) along the same lines detailed in Section 5.2. This aspect is

not entirely unexpected since the state sequencing approach provides an

alternate pictorial representation of conventional time-dependent pertur-

bation theory methodology. Nevertheless, a number of distinct advantages

result from the use of state sequence diagrams.One obvious benefit, already

mentioned, is the capturing of all time orderings associated with photon

creation–destruction events for a specific process in one picture and the

systematic generation of all of the states required in the calculation.

Another advantage is the construction of the precursor to the state sequence

diagram—the n-interaction plane. This two-dimensional network map

displays the permitted connectivities between initial, intermediate, and

final states for any process comprised of n distinguishable radiation–matter

interactions. From this most general of situations, interaction planes and

state sequence diagrams can be easily generated for the special case when

two or more interaction vertices are indistinguishable, as is the case when

degenerate photons are emitted or absorbed. In each of these two scenarios,

the underlying isomorphism between seemingly disparate and unrelated

processes is manifest. A further benefit of using state sequencing techni-

ques, though one that did not feature in the calculation of the dispersion

potential, is the expediting of computation through the potential to exploit

any inherent symmetry present in a problem and the ability to group

together contributory terms to the probability amplitude that are similar in

structural form, aspects that are more easily identifiable relative to the
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standard method of calculation, which greatly aids in facilitating overall

computational analysis. This becomes especially apparent when processes

involving the emission and absorption of a large number of real and/or

virtual photons from one or more centers are tackled.

Despite these positive attributes and the successful formulation of the

state sequence methodology, there is one serious limitation of the approach

presented in Section 1.10. It concerns construction of diagrams used to

visualize intermolecular interactions occurring between molecules at ex-

tremes of separation. From the applications of the state sequence technique

to intermolecular processes considered thus far, namely, resonance energy

transfer and van der Waals dispersion, all state sequence pathways are

generated, resulting in the diagram being applicable to the full range of

internuclear separation distances beyond wavefunction overlap. While the

limiting functional forms of the interactionmay be obtained from the result

valid for all R after making the appropriate physical and mathematical

approximations, additional valuable insight is obtained if near- and far-

zone asymptotic energy shifts or transfer rates can be arrived at directly.

This was the case in Sections 5.3 and 5.4, where arguments based upon the

time–energy uncertainty principle were made to ascertain which of the 12

Feynman diagrams needed to be retained and whose contributions when

evaluated to yield the London dispersion formula and the Casimir–Polder

limit. Unlike the procedure detailed in Section 1.10, which generates all

time orderings, no formal procedure is currently available for indepen-

dently constructing state sequence diagrams applicable to short- and long-

range asymptotic limits. This does not, however, prevent the drawing of

appropriate state sequence pictures for these two limiting separations.

Construction is accomplished by converting Figs. 5.2 and 5.3 to state

sequence notation. For the near zone, the pertinent state sequence diagram

is illustrated in Fig. 5.6. The four pathways correspond to the time orderings

of graphs (iii), (iv), (ix), and (x) of Fig. 5.1,whichwere shown in Section 5.3

r φ′A φA
s

φ′B s r φB

sr

FIGURE 5.6 State sequence diagram representing near-zone dispersion

interaction.
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to yield the London dispersion energy shift (5.3.4). When the pair separa-

tion distance is large relative to characteristic reduced transition wave-

lengths, it was demonstrated in Section 5.4 that summation over the four

time-ordered graphs (i), (ii), (vii) and (viii) of Fig. 5.1 produced the far-zone

energy shift (5.4.11). From these four diagrams, the state sequence

representation of the far-zone limitmay be drawn. This is shown in Fig. 5.7.

Recalling that the long-range limit to the dispersion potential may be

derived by employing the effective two-photon interaction Hamiltonian

(5.4.12), which corresponds to collapsing the two one-photon coupling

vertices occurring at each center to a single two-photonvertex at either site,

as displayed in Fig. 5.3, the pictorial representation in the state sequence

scheme has the most simple form, as shown in Fig. 5.8. Since in perturba-

tion theory the far-zone limiting behavior is interpreted as arising from the

simultaneous transit of two virtual photons, the intermediate states jIIi of
Fig. 5.7 and intermediate states jIi of Fig. 5.8 are identical, as expected.

5.6 DISPERSION INTERACTION BETWEEN ONE GROUND
AND ONE EXCITED MOLECULE: PERTURBATION THEORY

Dispersion energy shifts are not limited only to interactions occurring

between ground-state species. The coupling arising from the fluctuations in

r φ′A

φA

φ′A

φA s

φB

φ′B

φ′B s

φB s

sφ′A

r φB

FIGURE 5.7 Single-photon interaction vertex state sequence diagram for far-

zone dispersion energy shift.

Bφ′

φB

Aφ′

φA

FIGURE 5.8 State sequence pathways for wave-zone asymptote of dispersion

potential involving two-photon coupling vertices.
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electron density at each center is manifest when one or both of the pairs are

in electronically excited states. The concept of an intermolecular interac-

tion energy for the situation in which the initial state of A or B corresponds

to an excited state holds as long as the excited state or states in question are

sufficiently long lived relative to the time taken for the photon to propagate

between the two sites. Now both upward and downward transitions have to

be taken into account in contrast to the calculation of the ground-state

dispersion potential in which transitions occur only from the lowest energy

level to a higher lying state. As a result, it is found that the energy shift

contains a term arising from the emission of a real photon due to possible

downward transitions, in addition to a contribution due solely to the

exchange of virtual photons, the last of which is similar in structure to

the Casimir–Polder interaction energy. A direct consequence of the ap-

pearance of this new contribution is the change in the form of the potential

in the limitwhere the intermolecular separation distance ismuch larger than

the characteristic reduced transition wavelengths. Instead of an inverse

seventh power dependence on R, the potential exhibits an R�2 behavior in
the far zone because the emitted photon has all of the properties associated

with a real quantized particle of light. While the near-zone interaction

energy still obeys anR�6 power law, it is repulsivewhen bothmolecules are

initially excited, but when one of the pairs is excited, the overall sign of DE
is determined by the comparative magnitudes of the relevant transition

energies of both molecules. This aspect is in contradistinction to the

London dispersion energy shift between two ground-state molecules,

which is always attractive.

In this section, the time-dependent perturbation theory calculation of the

dispersion interaction between one ground- and one excited-statemolecules

is presented (Power andThirunamachandran, 1995a). Themoregeneral case

in which both species are electronically excited will be expounded in

Section 5.7 using response theory.

Consider two different molecules A and B, the former initially in excited

electronic state jqi and the latter in the ground state j0i. The total

Hamiltonian comprising these two particles and the radiation field, as well

as their mutual interaction, is given by

H ¼ HmolðAÞþHmolðBÞþHradþHint: ð5:6:1Þ

Continuing to work within the leading electric dipole approximation,

the interaction Hamiltonian Hint is given by equation (5.2.5) as for the

calculation of the ground-state dispersion energy shift. Again, the fourth-

order perturbation theory formula for the interaction energy (5.2.4) is to be

200 RETARDED DISPERSION FORCES



used for the calculation involving one ground and one excited molecule,

since the force is still mediated by the exchange of two virtual photons

between the pair. As in the calculation of the Casimir–Polder potential, 12

time-ordered diagrams aid in the evaluation of the result. The relevant

graphs are identical to those shown in Fig. 5.1, but with the initial and final

state labels ofmoleculeA changed to q. As before, the intermediate states of

A and B are labeled jri and jsi, respectively, subject to EA
r < EA

q and

EB
s > EB

0 . The former restriction means that only downward transitions

from the excited state of A are to be considered. Although transitions from

jqi to higher lying intermediate states jri in A are of course possible, the

resulting contribution is identical in form to the energy shift between two

ground-state species, for which only upward transitions are allowed, and is

given by the Casimir–Polder result (5.2.20), but with the excited-state

dynamic electric dipole polarizability of A appearing in the expression for

DE instead of the ground-state one and replacement of kr0 by krq.

For this application, the initial and final molecule-field states are

written as

j0i ¼ jEA
q ;E

B
0 ; 0ð~p; eÞ; 0ð~p0; e0Þi; ð5:6:2Þ

with the modes of the two virtual photons being denoted by ð~p; eÞ and
ð~p0; e0Þ. The contributing intermediate states to be summed over are read off

from each graph, along with the corresponding energy denominator

product. For convenience and due to important differences compared to

the analogous quantity occurring in the ground-state calculation, the energy

denominators for the present case are listed in Table 5.3 for each of the

suitably modified time-ordered diagrams of Fig. 5.1.

Unlike the case when both molecules are in the ground electronic state,

one or more factors in the denominators of Table 5.3 can be zero due to the

absorption or emission of a real photon. To deal with this when carrying out

integrations over virtual photonmomenta p and p0, damping factors
ig are
introduced. Adding the contributions from each of the 12 graphs, after

evaluating the matrix elements in the usual way, produces for the energy

shift between an excited- and a ground-state molecule the real part of the

expression

DEE�G ¼ �
X
~p; ~p 0

X
e; e0

X
r; s

�hcp
2e0V

 ! �hcp0
2e0V

 !
�e
ðeÞ
i ð~pÞeðeÞk ð~pÞ�eðe

0Þ
j ð~p0Þ

�eðe0Þl ð~p0Þmqri ðAÞmrqj ðAÞm0sk ðBÞms0l ðBÞ eið~pþ~p
0Þ �~RXxii

a¼i
E�1a ;

ð5:6:3Þ
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where ~R ¼ ~RB�~RA. Carrying out the polarization sums and converting

the wavevector sums to integrals and performing the angular averages

yields

DEE�G ¼ � ð
�hcÞ3

144p4e20

X
r; s

j~mrqðAÞj2j~ms0ðBÞj2��~r2
dij þ ~ri

~rj

�R 1
R

���~r2
dij þ ~ri

~rj

��R 1
R�

ð1
0

ð1
0

1

2
ðsin pR sin p0�Rþ sin p0R sin p�RÞ

�
Xxii
a¼i

E�1a dp dp0: ð5:6:4Þ

In going from expression (5.6.3) to (5.6.4), the position vectors present in

the exponentials of the former equation have been formally distinguished

by using R and �R; at the end of the calculation they will be put equal.

Further, formula (5.6.4) applies to isotropic A and B as a rotational average

has been carried out. Table 5.3 reveals that the contribution to the energy

shift arising from graphs (x) and (xii) has, in addition to the principal value

TABLE 5.3 Energy Denominator Products E�1a , a¼ i–xii for Dispersion
Interaction Between One Excited- and One Ground-State Molecules

Graph ð�hcÞ�3Ea

(i) ðpþ ks0Þðpþ p0Þðp0�krqþ igÞ
(ii) ðp0 þ ks0Þðpþ p0Þðp0�krqþ igÞ
(iii) ðpþ ks0Þðks0�krqÞðp0�krqþ igÞ
(iv) ðpþ ks0Þðks0�krqÞðp0 þ ks0Þ
(v) ðp0 þ ks0Þðpþ p0 þ ks0�krqÞðp0�krqþ igÞ
(vi) ðp0 þ ks0Þðpþ p0 þ ks0�krqÞðpþ ks0Þ
(vii) ðp�krq�igÞðpþ p0Þðp0 þ ks0Þ
(viii) ðp�krq�igÞðpþ p0Þðpþ ks0Þ
(ix) ðp�krq�igÞðks0�krqÞðp0 þ ks0Þ
(x) ðp�krq�igÞðks0�krqÞðp0�krqþ igÞ
(xi) ðp�krq�igÞðpþ p0 þ ks0�krqÞðpþ ks0Þ
(xii) ðp�krq�igÞðpþ p0 þ ks0�krqÞðp0�krqþ igÞ
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of the integral—which arises from all 12 graphs, a real part. The integrals

over p and p0are performed with the aid of the identity

1

x
 ig
¼ PV

x
� ipdðxÞ; ð5:6:5Þ

where PV denotes the principal value, from which it readily follows that

1

x�ig
1

yþ ig
¼ PV

x

PV

y
þ ip

PV

y
dðxÞ�PV

x
dðyÞ

� �
þ p2dðxÞdðyÞ: ð5:6:6Þ

The first term on the right-hand side of (5.6.6) can be further written as

PV

x

PV

y
¼ PV

x�y
PV

y
� PV

x

� �
þ p2dðxÞdðyÞ: ð5:6:7Þ

Thus, the additional real term from denominators E�1x and E�1xii due to the

product of delta functions in (5.6.7) is

� 1

144p2e20�hc
X
r; s

j~mrqðAÞj2j~ms0ðBÞj2��~r2
dijþ~ri

~rj

�R 1
R
ð�~r2

dijþ~ri
~rjÞ�R1

R�

�
ð1
0

ð1
0

1

2
sinpRsinp0�Rþsinp0Rsinp�Rð Þ 1

ks0�krqþ
1

ks0þkrq

 !

�p2d p�krq
� �

d p0�krq
� �

dpdp0 ¼� 1

144p2e20�hc
X
r;s

j~mrqðAÞj2j~ms0ðBÞj2

���~r2
dijþ~ri

~rj

�R 1
R

��~r2
dijþ~ri

~rj

��R1
R�
� 2ks0

k2s0�k2rq
sin krqR
� �

sin krq�R
� �

;

ð5:6:8Þ

which in fact appears twice, since an identical contribution arises from the

third term on the right-hand side of (5.6.6). The last step in the calculation

of the energy shift involves the evaluation of the contribution independent

of d-functions. This is done using the first term of identity (5.6.7). The

sums over energy denominators are nearly identical to that carried out for

the calculation of the ground-state dispersion energy shift, and equation
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(5.2.7) may be used to give

� 1

144p4e20�hc
X
r;s

j~mrqðAÞj2j~ms0ðBÞj2��~r2
dijþ~ri

~rj

�R 1
R

��~r2
dijþ~ri

~rj

��R1
R�

�
ð1
0

ð1
0

1

2
sinpRsinp0�Rþsinp0Rsinp�Rð Þ

� 2ð�krqþks0þpÞ
ðp�krqÞðpþks0Þðks0�krqÞ

1

ðpþp0Þ�
1

ðp�p0Þ

 !
dpdp0; ð5:6:9Þ

which on performing the p0 integral yields

� p
144p4e20�hc

X
r;s

j~mrqðAÞj2j~ms0ðBÞj2��~r2
dijþ~ri

~rj

�R1
R

���~r2
dijþ~ri

~rj

��R1
R�

1

ks0�krq

ð1
0

ð1
0

1

2
sinpRsinp0�Rþsinp0Rsinp�Rð Þ

� 2ð�krqþks0þpÞ
ðp�krqÞðpþks0Þðks0�krqÞdp: ð5:6:10Þ

Using the integral result

PV

ð1
0

sinax

x�b dx¼�f ðabÞþpcosðabÞ; a;b>0; ð5:6:11Þ

where

f ðxÞ¼
ð1
0

e�ux

1þu2du¼ciðxÞsinðxÞ�siðxÞcosðxÞ; ð5:6:12Þ

equation (5.6.10) becomes

� 1

72p3e20�hc
X
r;s

j~mrqðAÞj2j~ms0ðBÞj2
ðk2rq�k2s0Þ

��~r2
dijþ~ri

~rj

�R 1
R

���~r2
dijþ~ri

~rj

��R1
R�
½�krq f ðks0ðRþ�RÞÞþks0 f ðkrqðRþ�RÞÞ

�pks0cosðkrqðRþ�RÞÞ�: ð5:6:13Þ
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It is worth noting that for jqi¼j0i, the f-dependent terms of (5.6.13) are

equal and opposite to the Casimir–Polder potential and provides an

alternative expression for the energy shift between a pair of ground-state

molecules. Explicitly,

DEG�G¼� 1

72p3e20�hc
X
r;s

j~m0rðAÞj2j~m0sðBÞj2
ðk2r0�k2s0Þ

��~r2
dijþ~ri

~rj

�R 1
R

���~r2
dijþ~ri

~rj��R1
R�
½kr0f ðks0ðRþ�RÞÞ�ks0f ðkr0ðRþ�RÞÞ�j�R¼R

¼� 1

72p3e20�hcR2

X
r; s

j~m0r Að Þj2j~m0s Bð Þj2 kr0ks0

ðk2r0�k2s0Þ

�

k3r0
1

kr0R
�f 2kr0Rð Þ 2� 10

k2r0R
2
þ 6

k4r0R
4

 !
þg 2kr0Rð Þ 4

kr0R
� 12

k3r0R
3

 !" #

�k3s0
1

ks0R
�f 2ks0Rð Þ 2� 10

k2s0R
2
þ 6

k4s0R
4

 !
þg 2ks0Rð Þ 4

ks0R
� 12

k3s0R
3

 !" #

8>>>>>>><
>>>>>>>:

9>>>>>>>=
>>>>>>>;
;

ð5:6:14Þ

after differentiating and setting �R¼R, with

gðxÞ¼
ð1
0

ue�ux

1þu2du¼�ciðxÞcosðxÞ�siðxÞsinðxÞ: ð5:6:15Þ

Since downward transitions from the excited state jqi are being consid-

ered, the first two terms of (5.6.13) can be identified as the contribution

from upward transitions and designated as

DEup¼� 1

72p3e20�hc
X
r;s

j~mrqðAÞj2j~ms0ðBÞj2
ðk2rq�k2s0Þ

��~r2
dijþ~ri

~rj

�R1
R

���~r2
dijþ~ri

~rj

��R1
R�
½krq f ðks0ðRþ�RÞÞ�ks0 f ðkrqðRþ�RÞÞ�j�R¼R:

ð5:6:16Þ
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Hence, the energy shift between an excited molecule A and a ground-state

one B is given by the sum of (5.6.13) and twice (5.6.8),

DEE�G¼�DEupþ 2

144p2e20�hc
X
r;s

ks0

ðk2rq�k2s0Þ
j~mrqðAÞj2j~ms0ðBÞj2

���~r2
dijþ~ri

~rj

�R1
R

��~r2
dijþ~ri

~rj

��R1
R�

� cosðkrqðRþ�RÞÞþ2sinkrqRsinkrq�R
� �j�R¼R: ð5:6:17Þ

Inserting (5.6.16) into (5.6.17), evaluating the gradients and simplifying

produces

DEE�G¼� 1

24p3e20

X
r

ð1
0

du
krq

ðk2rqþu2Þ
j~mqrðAÞj2aðB;icuÞu6e�2uR

�
"

1

u2R2
þ 2

u3R3
þ 5

u4R4
þ 6

u5R5
þ 3

u6R6

#
� 1

24p2e20

X
r

Eq>Er

j~mqrðAÞj2

�aðB;kqrÞk6qr
1

k2qrR
2
þ 1

k4qrR
4
þ 3

k6qrR
6

" #
: ð5:6:18Þ

The first term of the energy shift is similar in structure to the Casimir–

Polder result (5.2.20), but with excited state jqi replacing ground state

j0i of A, and includes contributions from both upward and downward

transitions from jqi, since the sum over r is unrestricted. The second term

of (5.6.18), however, applies only for downward transitions and arises

from real photon emission. When both molecules are in the ground

state, (5.6.18) reduces to the Casimir–Polder potential as expected.

Discussion of the asymptotic behavior of the energy shift DEE�G is

deferred until Section 5.7 when the interaction energy between two

excited molecules is computed for all R using response theory.

IfA andB are identical or have resonant energy levels, the formula given

for the ground-state interaction energy (5.6.14) is invalid since not only

does the energy denominator vanish but also the term within braces. An

expression for the energy shift may be obtained in this case by carrying out
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the following limiting procedure on (5.6.14),

lim
ks0!kr 0ð�kÞ

DEG�G¼� 1

72p3e20�hc
X
r

j~m0rj4��~r2
dijþ~ri

~rj

�R1
R

���~r2
dijþ~ri

~rj

�
�R1

R�
lim

ks0!kr 0ð�kÞ
½kr0 f ðks0ðRþ�RÞÞ�ks0 f ðkr0ðRþ�RÞÞ�

k2r0�k2s0


�R¼R

¼� 1

72p3e20�hc
X
r

j~m0rj4��~r2
dijþ~ri

~rj

�R1
R

��~r2
dijþ~ri

~rj

�
�R1

R�

�½ f ðkðRþ
�RÞÞ�k2ðRþ�RÞgðkðRþ�RÞÞ�

2k


�R¼R

; ð5:6:19Þ

where the common energy spacing is denoted by �hck. Carrying out the

differentiations produces

� 1

72p3e20�hcR2

X
r

j~m0rj4k3 � 1

kR
þ 6

k3R3

�

�f ð2kRÞ �1þ 7

k2R2
� 3

k4R4

� �
þgð2kRÞ 2kR� 6

kR
þ 6

k3R3

!#
:

 
ð5:6:20Þ

Thetotalenergyshift is thengivenbytheadditionof(5.6.20) to(5.6.14),with

summation in this last equation excluding the term for which kr0¼ks0.
It should also be remarked that the limiting process cannot be used to

obtain the potential between two identical molecules when one of them is

excited and the other is in the ground state. The limit ks0! krq does not

exist, as is easily seen from the energy denominators associatedwith graphs

(iii), (iv), (ix), and (x) in Table 5.3, in which intermediate state jIIi is
degeneratewith the initial state. Before perturbation theory can be used, the

degeneracy must be removed in lower order.

5.7 RESPONSE THEORY CALCULATION
OF DISPERSION FORCES

In Chapter 4, it was shown how a form of response theory could be used

instead of the routinely applied diagrammatic perturbation theory method

for the calculation of the matrix element for the resonant transfer of energy

between an excited and a ground-state pair of molecules. Adoption of the
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former approach proved to be conceptually simpler and computationally

more direct. It relied on the coupling of the transition electric dipole

moment of the acceptor species to the electric dipole-dependent driving

electric displacement field linear in the source molecule. This viewpoint

is now extended to the treatment of retarded dispersion interactions (Power

and Thirunamachandran, 1993a; Salam, 2008). The physical picture is

one in which a molecule responds, via its dynamic polarizability, to the

Maxwell fields of a second body. Symmetry is maintained in this model as

both species are permitted to simultaneously take on the roles of source and

test molecules. In addition to the advantages alreadymentioned in using this

formulation to calculate interactions between molecules, it is particularly

advantageous for evaluating dispersion energy shiftswhen one or both of the

molecules are electronically excited. In fact, response theory enables the

Casimir–Polder potential to be extracted as a special case of the general

result valid when the two entities are initially in higher lying energy levels

rather than in the ground state. This is because intermediate-state resonances

due to possible downward transitions from an excited state, in which a real

photon is emitted and subsequently absorbed, are easily located, character-

ized, and handled by utilizing the electromagnetic field operators.

Consider two neutral, polarizable molecules A and B, positioned at ~RA

and ~RB, respectively, with interparticle separation distance vector
~R ¼ ~RB�~RA. Further, take A and B initially to be in excited electronic

states jpi and jri. To leading order of approximation in the multipolar

coupling scheme, let electric dipole allowed transitions occur of the form

jqAi jpi and jsBi jri to intermediate states jqAi and jsBi from the initial

states. The intermediate levels may lie above or below the initial states,

thereby enabling the contribution from both upward and downward transi-

tions to be properly accounted for. Another advantage of working with

Maxwell field operators in the Heisenberg formalism is the formal equiva-

lence between quantum mechanical observable quantities and their expres-

sion in terms of dynamical variables in classical theory. Hence, the first term

in the expansion of the interaction energy is given by the familiar formula,

DE ¼ � 1

2e20
aijðA; kÞd?i ðB; k;~RAÞd?j ðB; k;~RAÞ

� 1

2e20
aklðB; kÞd?k ðA; k;~RBÞd?l ðA; k;~RBÞ: ð5:7:1Þ

The energy shift is interpreted as arising from the response of molecule x,
x¼A, B, through its frequency-dependent polarizability aijðx; kÞ at

frequency o ¼ ck to the electric displacement field of the other molecule
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x0 at the position of the first body, d?i ðx0; k;~RxÞ. In the electric dipole

approximation, the excited-state dynamic electric dipole polarizability of

molecule A is

aijðA; kÞ ¼
X
q

mpqi ðAÞmqpj ðAÞ
Eqp��hck þ mpqj ðAÞmqpi ðAÞ

Eqpþ�hck

( )
: ð5:7:2Þ

A similar expression holds for the polarizability of B, with states jpi and jqi
replaced by jri and jsi, respectively. Recalling from Section 2.6 that the

electric displacement field in the proximity of a source molecule may be

expanded in series of powers of molecular multipole moments, inserting

the first three terms of the expansion (2.6.11) in equation 5.7.1 and collecting

together all terms proportional to the second power of the transition electric

dipole moment at each center produces for the two excited molecules the

explicit expression

DE ¼ � 1

2e20

X
s

aijðA; krsÞdð1Þi ðB;~m; krs;~RAÞdð1Þj ðB;~m; krs;~RAÞ

� 1

2e20

X
q

aklðB; kpqÞdð1Þk ðA;~m; kpq;~RBÞdð1Þl ðA;~m; kpq;~RBÞ

� 1

2e20

X
modes

aijðA; kÞ
h
d
ð0Þ
i ðk;~RAÞdð2Þj ðB;~m~m; k;~RAÞ

þ d
ð2Þ
i ðB;~m~m; k;~RAÞdð0Þj ðk;~RAÞ

i
� 1

2e20

X
modes

aklðB; kÞ
h
d
ð0Þ
k ðk;~RBÞdð2Þl ðA;~m~m; k;~RBÞ

þ d
ð2Þ
k ðA;~m~m; k;~RBÞdð0Þl ðk;~RBÞ

i
: ð5:7:3Þ

Interestingly, the first two terms arising from the product of the displacement

fields do not contribute to the energy shift. These two terms comprise

(i) product of the free radiation field, which is independent of ~m and,

therefore, does not enter into the formula for DE, being simply a corrective

zero-point energy term, and (ii) interference of the vacuum field with the

first-order electric displacement field. This product is also noncontributory

as its expectation value over the ground state of the electromagnetic field

results in a change in the number of photons. The first contributing term is

that arising from the product of the fields linear in the transition dipole

moments, as evidenced by the first two lines of (5.7.3). In the first term of

this equation, for instance, molecule A responds through its dynamic

polarizability to the first-order electric dipole-dependent driving fields of
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speciesB at frequencyors ¼ ckrs. Surprisingly, the zeroth-order field is used

in the calculation of the potential. As seen from the third and fourth terms

of (5.7.3), there is a contribution from the interference of the vacuum field

with the displacement field that is quadratic in the electric dipole moment,

giving a contribution that overall is second order in the source moment and

that must be added to the first two terms of (5.7.3) for consistency. The

various contributions to the energy shift are now evaluated by utilizing the

source-dependent displacement fields derived in Chapter 2.

Concentrating for the moment on the very first term of (5.7.3), its

contribution to the energy shift is calculated by taking its expectation

value over themolecular state jri and the vacuum state of the radiation field.

Since the first-order displacement field operates only in the fermion space,

integrals over radiation field states are unity. Thus,

� 1

2e20

X
s

hrjaijðA; krsÞdð1Þi ðB;~m; krs;~RA; tÞjsihsjdð1Þj ðB;~m; krs;~RA; tÞjri

¼ � 1

32p2e20

X
s

aijðA; krsÞmrsk msrl k6rs�f ikðkrsRÞfjlðkrsRÞ;

ð5:7:4Þ
onusing the displacement field operator linear in the electric dipolemoment

(2.6.21), with the tensor field fijðkrÞ given by (2.9.4). For the third term

of (5.7.3) involving the response ofA to the product of the free and quadratic

fields of B, only the diagonal matrix element over the electronic state jri is
required of the second-order field because the vacuum field operates exclu-

sively in the boson space. This quantity has been worked out in Section 2.9

and is givenbyequation (2.9.5).Also,makinguseof themodeexpansion for

the free displacement field, the third term of (5.7.3) can be written as

� 1

2e20

X
~k ; l

aijðA; kÞ
h
h0ð~k; lÞ; rjdð0Þi ðk;~RAÞjr; 1ð~k; lÞih1ð~k; lÞ; rj

�dð2Þj ðB;~m~m; k;~RAÞjr; 0ð~k; lÞiþ h0ð~k; lÞ; rjdð2Þi ðB;~m~m; k;~RAÞ

�jr; 1ð~k; lÞih1ð~k; lÞ; rjdð0Þi ðk;~RAÞjr; 0ð~k; lÞi
i

¼ � 1

8p2e0

X
~k ; l

�hck
2V

 !
aijðA; kÞ

h
e
ðlÞ
i ð~kÞei

~k �~R�eðlÞk ð~kÞ�Fkj

þ e
ðlÞ
k ð~kÞFkj�e

ðlÞ
i ð~kÞe�i~k �~R

i
; ð5:7:5Þ
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withFkj givenby(2.9.6).Aftercarryingout thepolarizationsumandangular

integration, the first term of (5.7.5) becomes

� 1

8p2e20

X
~k ; l

�hck
2V

 !
aijðA; kÞeðlÞi ð~kÞ�eðlÞl ð~kÞei

~k �~R �F lj

¼ �
�hc

32p2e20

1

2pi

ð1
0

dkk3aijðA; kÞ½FilðkRÞ��FilðkRÞ��F lj

¼ � 1

32p2e20

X
s

mrsk ðBÞmsrl ðBÞ
PV

2pi

ð1
0

dkk3aijðA; kÞ

�

½FilðkRÞ��FilðkRÞ�½k3�FjkðkRÞ�k3sr�FjkðksrRÞe�iðkrs þ kÞct�
ðksr�kÞ

þ ½FilðkRÞ��FilðkRÞ�½k3�FjkðkRÞ�k3rs�FjkðkrsRÞeiðkrs�kÞct�
ðksrþ kÞ

8>>>><
>>>>:

9>>>>=
>>>>;
:

ð5:7:6Þ

To evaluate (5.7.6), the Cauchy principal value is taken for the integral,

which is appropriate since exact resonances are excluded in the k-integral

whenmaking thecontinuumapproximation to themode sumand transform-

ing the integral fromonealong the realaxis toonealong the imaginaryaxis in

the complex plane on insertingk¼�iu. On substituting the explicit form of

the tensor field FijðkRÞ and expanding, (5.7.6) is seen to contain both time-

dependent and time-independent terms. The former is given by

1

64p3e20

X
s

mrsk ðBÞmsrl ðBÞð�krsÞ3
ð1
0

duu3aijðA; icuÞ
"
�f ilðksr RÞeikrsðR�ctÞ

�fjkð�iu RÞ e
�ucðt�R=cÞ

uþ ikrs
��f ilðksr RÞeikrsðR�ctÞ�f jkð�iu RÞ

e�ucðtþR=cÞ

uþ ikrs

þ�f ilðkrsRÞeiksrðR�ctÞfjkð�iu RÞ
e�ucðt�R=cÞ

u�ikrs �
�f ilðkrs RÞeiksrðR�ctÞ

� �f jkð�iu RÞ
e�ucðtþR=cÞ

u�ikrs

#
: ð5:7:7Þ

For times t	 R=c, thecontribution(5.7.7) tends tozeroas the integralshave
exponentially decreasing values. Furthermore, the average of (5.7.7) over a
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finite duration approaches zero due to the modulating factors e
ikrsct,
resulting in the neglect of these oscillatory terms henceforth. Returning

to (5.7.6) and evaluating the k-integral for the two cases krs > 0 and

ksr > 0 produces for the time-independent part

� 1

64p2e20

X
s

sgnðkrsÞaijðA; krsÞmrsk ðBÞmsrl ðBÞk6rs�f ikðkrs RÞfjlðkrs RÞ

þ
�hc

64p3e20

ð1
0

duu6e�2uRaijðA; icuÞaklðB; icuÞfikðiuRÞfjlðiuRÞ;

ð5:7:8Þ
where sgn(x) is the signum function. An identical contribution to (5.7.8) is

obtained on evaluating the second term of (5.7.5), so that the contribution to

the energy shift arising from the response ofA to the interference of the free

and second-order fields of B is twice (5.7.8). It is important to note that for

states forwhichEr < Es, the pole termof (5.7.8) is equal and opposite to the

contribution arising from the product of the first-order fields (5.7.4). When

Er > Es, however, twice the first term of (5.7.8) is identical to (5.7.4),

doubling this contribution overall. This addition and cancellation of pole

contributions from the zeroth and quadratic fields, with terms from the

product of the fields linear in the source moment, also occurred in the

computation of the Poynting vector and electromagnetic energy density, as

detailed in Chapter 2.

After evaluating the second and fourth terms of (5.7.3), namely, those in

which species B is viewed as a test polarizable body that responds to the

source fields of entity A, and adding to twice the value of the contribution

from (5.7.8), the energy shift between twooriented and excitedmolecules is

found to be

DE ¼ � 1

16p2e20

X
s

Er>Es

aijðA; krsÞmrsk ðBÞmsrl ðBÞk6rs�f ikðkrsRÞfjlðkrsRÞ

� 1

16p2e20

X
q

Ep>Eq

aklðB; kpqÞmpqi ðAÞmqpj ðAÞk6pq�f ikðkpqRÞfjlðkpqRÞ

þ
�hc

32p3e20

ð1
0

duu6e�2uRaijðA; icuÞaklðB; icuÞfikðiuRÞfjlðiuRÞ;

ð5:7:9Þ
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where the u-integral term has been counted only once. For isotropic A and

B, rotational averaging of (5.7.9) produces

DE ¼ � 1

24p2e20

X
s

Er>Es

aðA; krsÞj~mrsðBÞj2k6rs
1

k2rsR
2
þ 1

k4rsR
4
þ 3

k6rsR
6

" #

� 1

24p2e20

X
q

Ep>Eq

aðB; kpqÞj~mpqðAÞj2k6pq
1

k2pqR
2
þ 1

k4pqR
4
þ 3

k6pqR
6

" #

� 1

36p3e20�hc
X
q; s

j~mpqðAÞj2j~mrsðBÞj2
ð1
0

duu6e�2uR
kqpksr

ðk2qpþ u2Þðk2srþ u2Þ

� 1

u2R2
þ 2

u3R3
þ 5

u4R4
þ 6

u5R5
þ 3

u6R6

" #
:

ð5:7:10Þ

It is interesting to note that the first two terms of the energy shift (5.7.10)

apply only to downward transitions from the initial state and correspond

to real photon emission. The third term, on the other hand, contains both

upward and downward transition terms since the sums over intermediate

states jqi and jsi are unrestricted. From the result (5.7.10), which applies

when both of the molecules are excited, it is a simple matter to obtain

expressions for the energy shift when one or none of the molecular pairs is

excited. The last of these cases is examined first.

When both species are in the ground electronic state, the first two

terms of (5.7.10) vanish since only upward transitions from the initial

state are possible. Left behind from (5.7.10) is the u-integral term with

jpi ¼ jri ¼ j0i,

� 1

36p3e20�hc
X
q; s

j~m0qðAÞj2j~m0sðBÞj2
ð1
0

duu6e�2uR
kq0ks0

ðk2q0þ u2Þðk2s0þ u2Þ

� 1

u2R2
þ 2

u3R3
þ 5

u4R4
þ 6

u5R5
þ 3

u6R6

� 	
; ð5:7:11Þ

whose composition is made up solely from contributions due to virtual

transitions and is recognized straight away as the Casimir–Polder potential

(5.2.18). This potential and the form of its asymptotic limits were discussed

in Section 5.2.
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If molecule A is taken to be excited while B remains in its ground state,

for example, only the second and third terms of (5.7.10) survive, with

jri ¼ j0i, and the result (5.6.18) is recovered. It is instructive to examine the

asymptotic limits of these two terms. In the far zone, the dominant

contribution arises from the second term of (5.7.10) and has an R�2

dependence of the form

� 1

24p2e20R2

X
q

Ep>Eq

aðB; kpqÞj~mpqðAÞj2k4pq; ð5:7:12Þ

characteristic of emission of a real photon from the excited state jpi of A.
This contrasts with the inverse seventh power dependence at long range of

the contribution from the third term of (5.7.10),

� 1

36p3e20�hc
X
q; s

j~mpqðAÞj2j~m0sðBÞj2
ð1
0

duu6e�2uR
kqpks0

ðk2qpþ u2Þðk2s0þ u2Þ

� 1

u2R2
þ 2

u3R3
þ 5

u4R4
þ 6

u5R5
þ 3

u6R6

� 	
; ð5:7:13Þ

where the summation over q includes both upward and downward transi-

tions, which has the familiar form

� 23�hc
64p3e20R7

aðA; 0ÞaðB; 0Þ; ð5:7:14Þ

with aðA; 0Þ the static excited polarizability of molecule A. For small R, the

leading term of (5.7.13) is

� 1

24p2e20R6

X
q; s

sgnðEqpÞ j~m
qpðAÞj2j~m0sðBÞj2
ðjEqpj þEs0Þ ; ð5:7:15Þ

while that from the second term of (5.7.10) is

� 1

8p2e20R6

X
q

Ep>Eq

j~mpqðAÞj2aðB; kpqÞ: ð5:7:16Þ
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Adding the last two equations results in the total small R limit

� 1

24p2e20R6

X
q; s

j~mqpðAÞj2j~m0sðBÞj2
ðEqpþEs0Þ ; ð5:7:17Þ

in which both real and virtual photon terms contribute to the energy shift,

which exhibits R�6 dependence on separation distance. The limiting

behavior coincides with results obtained by calculating the response of

a polarizable test body to the fields of the source, the latter giving rise to an

electromagnetic energy density, as presented in Section 2.9.

As already pointed out, when both molecules are excited, all three terms

of (5.7.10) contribute to the interaction energy. To simplify the analysis, it is

convenient to decompose the contributions into three types of terms arising

from transitions jqi jpi and jsi jri that are both upward, one upward

and one downward, or both downward. Details concerning the first two

scenarios have already been examined, as the functional forms of the

contributions are similar to that found for the ground-state dispersion

interaction and the energy shift when one of the two molecules is excited.

The pertinent formulas are identical except for replacement by the appro-

priate ground- or excited-state polarizability tensor. Downward transitions

from the initial states of both species can occur only when A and B are both

excited and the contribution in this case is new relative to the other two.

When characteristicmolecular transitionwavelengths are larger than the

internuclear separation, R�6-dependent limiting terms arise from all three

parts of (5.7.10),

� 1

12p2e20�hcR6

X
q

Ep>Eq

ksr
j~mpqðAÞj2j~mrsðBÞj2

k2sr�k2pq

� 1

12p2e20�hcR6

X
s

Er>Es

kqp
j~mpqðAÞj2j~mrsðBÞj2

k2qp�k2sr

� 1

24p2e20�hcR6

X
q; s

sgnðkqpÞsgnðksrÞ j~m
pqðAÞj2j~mrsðBÞj2
ðjkqpj þ jksrjÞ ; ð5:7:18Þ

whose addition simplifies to

� 1

24p2e20R6

X
q; s

Ep>Eq

Er>Es

j~mpqðAÞj2j~mrsðBÞj2
ðEqpþEsrÞ : ð5:7:19Þ

RESPONSE THEORY CALCULATION OF DISPERSION FORCES 215



At large separation distances, the dominant contribution is again propor-

tional to R�2 and originates from the first two terms of (5.7.10) due to real

photon exchange. Their summation may be simplified to

� 1

36p2e20ð�hcÞ4R2

X
q; s

Ep>Eq

Er>Es

j~mpqðAÞj2j~mrsðBÞj2
ðEpqþErsÞ EpqErsðE2

pqþEpqErsþE2
rsÞ:

ð5:7:20Þ

In addition to the advantages mentioned in the introduction to this section

regarding employing response theory for the calculation of energy shifts,

the method also clearly shows the role played by both vacuum and source

fields as well as the necessity of including terms correct to second order

in the dipole moment so as to achieve correct results, in particular the

reinforcing or canceling of relevant terms from upward and downward

transition contributions.

5.8 DISPERSION POTENTIAL VIA THE METHOD
OF INDUCED MULTIPOLE MOMENTS

An alternative approach to perturbation and response theories for the

calculation of the retarded van der Waals dispersion energy, including the

additional contributions arising when molecules are excited, is the induced

multipole moment method (Power and Thirunamachandran, 1993b). This

particular technique provides an intuitive physical picture of dispersion

forces and a simplified computational procedure. It relies on the fact that

action of an electric displacement field on a pair of neutral, electrically

polarizablemolecules induces an electric dipolemoment to leading order at

each center. Even though the expectation value of the radiation field over

the electromagnetic vacuum state vanishes, fluctuations of the field op-

erators persist for this state and are nonzero. Hence, vacuum fluctuations of

the electromagnetic field can momentarily distort the molecular charge

distribution and induce a temporary dipole moment. Themoments induced

at each molecular center are coupled via the retarded resonant interaction

tensor, a quantity that features in the transfer of energy between an excited

and a ground-state species, giving rise to a dispersion energy shift on taking

the expectation value of the ground state of the total molecule plus field

system. In this regard, the viewpoint is similar to that originally adopted by

London in his semiclassical treatment of the dispersion interaction inwhich

virtual dipole transitionmoments were coupled by a static dipolar coupling
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potential, giving rise to an R�6 dependence on intermolecular separation

distance in second order of perturbation theory. In this section, the causal

quantized displacement field operator is used instead of a classical external

electric field, enabling the dispersion potential to be obtained for all R

beyond wavefunction overlap and correctly incorporating the effects of

retardation.

Let A and B be neutral polarizable molecules situated at ~RA and ~RB,

respectively, with relative displacement vector ~R ¼ ~RB�~RA. In the pre-

sence of an electric displacement field of specificmode character at the field

point~r, d?i ð~k; l;~rÞ, the ith component of the induced moment at site x is

given by

mindi ðx;~kÞ ¼ e�10 aijðx; kÞd?j ð~k; l;~RxÞ; ð5:8:1Þ

where aijðx; kÞ is the dynamic electric dipole polarizability tensor of

species x,

aijðx; kÞ ¼
X
n

m0ni ðxÞmn0j ðxÞ
En0��hck þ m0nj ðxÞmn0i ðxÞ

En0þ�hck

( )
: ð5:8:2Þ

Coupling of the electric moments induced at A and B occurs through the

resonant interaction tensor at the single frequency o ¼ ck,

V
ij ðk;~RÞ ¼ �
1

4pe0
�~r2

dij þ ~ri
~rj

� � e�ikR
R

¼ 1

4pe0R3
ðdij�3R̂iR̂jÞð1
 ikRÞ�ðdij�R̂iR̂jÞk2R2
� �

e�ikR:

ð5:8:3Þ

An expression for the energy shift is obtained on summing over all modes

of the radiation field,

DE ¼
X
~k ; l

mindi ðA;~kÞmindj ðB;~kÞRe Vijðk;~RÞ: ð5:8:4Þ

Since it is the real part of the resonant interaction tensor (5.8.3) that appears

in the energy shift formula (5.8.4), which is independent of the signs

occurring in the former, the 
 superscript is left unwritten in the last

relation. Inserting equation (5.8.1) into (5.8.4) yields an expression for DE
that explicitly depends upon the polarizabilities of each molecule and the
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electric displacement field. Thus,

DE ¼
X
~k ; l

e�20 aikðA; kÞajlðB; kÞd?k ð~k; l;~RAÞd?l ð~k; l;~RBÞRe Vijðk;~RÞ:
ð5:8:5Þ

Clearly evident from formula (5.8.5) is the presence of the field–field

spatial correlation function, namely, the product of the electric displace-

ment fields at two different points in space. To compute the ground-state

dispersion potential, the expectation value of equation (5.8.5) is taken

over the state jEA
0 ;E

B
0 ; 0ð~k; lÞi corresponding to both entities in the

ground electronic state and the radiation field in the vacuum state without

photons. The expectation value over the molecular factor is elementary,

yielding ground-state molecular polarizabilities of each species. For

the radiation field part, use is made of the mode expansion for the

transverse displacement field equation (1.7.17), the required quantity

easily shown to be

h0ð~k; lÞjd?i ð~k; l;~RAÞd?j ð~k; l;~RBÞj0ð~k; lÞi

¼
�hcke0
2V

� �
e
ðlÞ
i ð~kÞ�eðlÞj ð~kÞe�i

~k �~R : ð5:8:6Þ

Substituting (5.8.6) into (5.8.5) produces

DE ¼
X
~k ; l

�hck
2e0V

� �
aikðA; kÞajlðB; kÞeðlÞk ð~kÞ�eðlÞl ð~kÞe�i

~k �~RRe Vijðk;~RÞ:
ð5:8:7Þ

Next the mode sum is carried out. First, by performing the sum over

polarizations using identity (1.4.56) and, second, by converting the

wavevector sum to an integral via the replacement

ð1=VÞP~k ) 1

ð2pÞ3
Ð
d3~k and expressing the volume element in spherical

polar coordinates, d3~k ¼ k2dkdW, where dW is an infinitesimal element

of solid angle. Angular integration is then executed using the result

1

4p

ð
ðdij�k̂ik̂jÞe
i~k �~RdW

¼ ðdij�R̂iR̂jÞ sin kR
kR

þðdij�3R̂iR̂jÞ cos kR

k2R2
� sin kR

k3R3

� �� 	
: ð5:8:8Þ
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Following this procedure and inserting the real part of Vijðk;~RÞ from
equation (5.8.3), the energy shift (5.8.7) becomes

DE ¼
�hc

16p3e20R3

ð1
0

dkk3aikðA; kÞajlðB; kÞ

� ½ðdij�3R̂iR̂jÞðcos kRþ kR sin kRÞ�ðdij�R̂iR̂jÞk2R2cos kR�

� ðdkl�R̂kR̂lÞ sin kR
kR

þðdkl�3R̂kR̂lÞ cos kR

k2R2
� sin kR

k3R3

 !" #
:

ð5:8:9Þ
It is convenient to reexpress the energy shift more compactly in terms of the

tensor field FijðkRÞ defined by equation (2.9.4) on noting that the angular

integral (5.8.8) is simply the imaginary part ofFijðkRÞ, while the real part of
the coupling tensor Vijðk;~RÞ is ð�k3=4pe0ÞRe FijðkRÞ. This leads to

DE ¼ �
�hc

16p3e20

ð1
0

dkk6aikðA; kÞajlðB; kÞRe½FijðkRÞ�Im½FklðkRÞ�
ð5:8:10Þ

or alternatively as

DE ¼ �
�hc

16p3e20

ð1
0

dkaikðA; kÞajlðB; kÞ �~r2
dij þ ~ri

~rj

� � cos kR
R

� 	

� �~r2
dkl þ ~rk

~rl

� � sin kR
R

� 	
: ð5:8:11Þ

To obtain the result for isotropic A and B, use is made of the average over

the product of the molecular polarizabilities, haikðA; kÞajlðB; kÞi ¼
dikdjlaðA; kÞaðB; kÞ, where a factor of 1=3 has been absorbed into each of

the orientationally averaged polarizabilities. Contracting with the tensors

occurring in equation (5.8.10) or (5.8.11) yields

DE¼�
�hc

16p3e20R2

ð1
0

dkaðA;kÞaðB;kÞk4 sinkRcoskR 2� 10

k2R2
þ 6

k4R4

� ��

þðcos2 kR�sin2 kRÞ 2

kR
� 6

k3R3

� �	
: ð5:8:12Þ

DISPERSION POTENTIAL VIA THE METHOD OF INDUCED MULTIPOLE MOMENTS 219



Recognizing that the term within the square brackets above can be

written as

sin2kR 1� 5

k2R2
þ 3

k4R4

� �
þcos2kR 2

kR
� 6

k3R3

� �

¼ Im 1þ 2i

kR
� 5

k2R2
� 6i

k3R3
þ 3

k4R4

� 	
e2ikR ð5:8:13Þ

and transforming to an imaginary wavevector variable k¼ iu results in the

Casimir–Polder potential

DE¼�
�hc

16p3e20R2

ð1
0

duu4e�2uRaðA; icuÞaðB; icuÞ

� 1þ 2

uR
þ 5

u2R2
þ 6

u3R3
þ 3

u4R4

� 	
; ð5:8:14Þ

after a 90 rotation in the line of integration in the complex plane, where

the polarizabilities have been taken to be real at both real and imaginary

frequencies.

The versatility of the induced moment approach is illustrated by its

application to the calculation of the dispersion potential between electro-

nically excited molecules, reproducing in a facile way the results obtained

via diagrammatic perturbation theory in Section 5.6 and response theory in

Section 5.7. To bring to the fore the essential physics and to simplify the

treatment, molecule A is taken to be excited, initially in electronic state jpi,
with species B in the ground electronic level. In addition to upward

transitions from jpito higher lying intermediate states jqi, molecule A can

now make downward transitions from jpi, a scenario that was previously

forbidden when A was in its lowest electronic state. The contribution

fromupward transitionswhenA is excited andB is in the ground state can be

obtained using the induced moment method in a manner similar to that

leading to the result (5.8.14) on taking the expectation value of formu-

la (5.8.5) over the state jEA
p ;E

B
0 ; 0ð~k; lÞi, where now the excited-state

polarizability of A, equation (5.7.2), appears in the expression for the

energy shift. The explicit form is given by the first term of equation (5.6.18)

or equivalently by (5.7.13).

To evaluate the additional contribution to the interaction energy due to

downward transitions occurring in species A, in which a real photon is

emitted from the excited state, the starting point in the calculation is the
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formula for the energy shift (5.8.5), modified to

DERES ¼
X
~k ; l

e�20 aikðA; kÞajlðB; kÞd?k ð~RAÞd?l ð~RBÞVRES
ij ðkpq;~RÞ;

ð5:8:15Þ

where the superscript “RES” denotes the contribution of the resonant term,

corresponding to a downward transition jqi jpi inA of circular frequency

opq ¼ ckpq, and VRES
ij ðkpq;~RÞ is the retarded coupling tensor (5.8.3) eval-

uated at the resonant frequency of the downward transition. Employing the

vacuum field spatial correlation function (5.8.6), carrying out the polariza-

tion sum, converting the~k-sum to an integral, and applying the integral for

the angular average in the form

1

4p

ð
ðdij�k̂ik̂jÞe
i~k �~RdW ¼ 1

2ik3
�~r2

dij þ ~ri
~rj

� � 1
R
ðeikR�e�ikRÞ;

ð5:8:16Þ
produces

DERES ¼ 1

4p2e0i
�~r2

dkl þ ~rk
~rl

� � 1
R

ð1
0

dkajlðB; kÞ

�
X
q

kqp

k2qp�k2
mpqi ðAÞmqpk ðAÞVRES

ij ðkpq;~RÞðeikR�e�ikRÞ: ð5:8:17Þ

Integration yields

DERES ¼ � 1

16p2e20

X
q

Ep>Eq

mpqi ðAÞmqpk ðAÞajlðB; kpqÞ

� �~r2
dij þ ~ri

~rj

� � eikqpR
R

� 	
�~r2

dkl þ ~rk
~rl

� � e�ikqpR
R

� 	
ð5:8:18Þ

after substituting for VRES
ij ðkpq;~RÞ. In terms of the tensor FijðkRÞ, (5.8.18)

becomes

DERES ¼ � 1

16p2e20

X
q

Ep>Eq

mpqi ðAÞmqpk ðAÞajlðB; kpqÞk6qpFijðkqpRÞ�FklðkqpRÞ;

ð5:8:19Þ
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where the overbar designates the complex conjugate. It is interesting to

note that the resonant contribution holds only for downward transitions

from jpi, with B responding through its polarizability to the frequency

opq ¼ ðEp�EqÞ=�h. Evaluating the gradient operators in (5.8.18) and

performing a rotational average results in the following contribution due

to exchanged photons being on the energy shell in agreement with the

second term of (5.6.18):

DERES ¼ � 1

24p2e20

X
q

Ep>Eq

j~mpqðAÞj2aðB; kpqÞk6pq
1

k2pqR
2
þ 1

k4pqR
4
þ 3

k6pqR
6

" #

ð5:8:20Þ

Many of the difficulties associated with the use of diagrammatic

perturbation theory techniques in the calculation of dispersion energy

shifts between ground and/or excited molecules are avoided in the induced

moment approach. For instance, integration over wavevector, if at all, is

tackledmore easily in the lattermethod and summation over a large number

of graphs is unnecessary. Further, the viewpoint is conceptually simple and

physically intuitive. It is easy to extend to include the effects of higher

multipole moments and may also be applied to the computation of other

intermolecular interactions such as the modification of the dispersion force

by external radiation or laser-induced resonance energy transfer. Advan-

tages also occur relative to response theory. In the response technique,

a priori knowledge of the functional forms of the Maxwell field operators

in the proximity of a source molecule are needed correct to at least second

order in the electronic charge.

5.9 DISCRIMINATORY DISPERSION INTERACTIONS

It was shown in Section 4.4 that the resonant transfer of energy between two

chiral molecules is discriminatory, being proportional to the optical

rotatory strength tensor of each unit and changing sign when one enantio-

mer is replaced by itsmirror image form.Migration of energy is not the only

intermolecular process that depends on molecular handedness—a char-

acteristic of interactions occurring between optically active species in

general, but is also manifest in processes such as dispersion energy shifts,

radiation-induced chiral discrimination, and molecule-induced circular
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dichroism and luminescence, for example. Once again the discriminatory

aspect is attributed to the low symmetry of chiral entities, with transitions in

these species including contributions from highermultipolemoments, with

the leading term dependent on the handedness of each molecule being

proportional to the interference of electric and magnetic dipole coupling

terms. In this section, the retarded dispersion interaction between a pair of

optically active molecules is computed. As for the calculation of the

Casimir–Polder potential, three different physical viewpoints and compu-

tational procedures are employed. First, diagrammatic time-dependent

perturbation theory is used to evaluate the energy shift between two chiral

molecules in the ground electronic state. Second, response theory is

employed to evaluate the interaction potential for two excited optically

active species. In this approach, a test chiral molecule responds through its

mixed electric–magnetic dipole polarizability to the electric–magnetic

dipole-dependent electric displacement and magnetic field operators of

a second source molecule. Third, the induced moment method introduced

in Section 5.8 is extended to deal with coupling between chiral

chromophores.

5.9.1 Perturbation Theory

In the time-dependent perturbation theory calculation of the van der Waals

dispersion potential between a pair of neutral electric dipole polarizable

molecules, the interaction was interpreted as arising from the exchange of

two virtual photons between the two centers. Employing an interaction

Hamiltonian that is linear in the electric displacement field necessitated

the use of fourth-order perturbation theory for the calculation of the

energy shift. A similar viewpoint may be adopted for the evaluation of

the dispersion interaction between two chiral molecules (Jenkins et al.,

1994a,1994b). Let these two bodies be labeled A and B, both be in the

ground electronic state, and be located at ~RA and ~RB, respectively. The

radiation– molecule Hamiltonian for this two-particle system is

H ¼ HmolðAÞþHmolðBÞþHradþHintðAÞþHintðBÞ: ð5:9:1Þ

To correctly describe optically active molecules, the electric dipole ap-

proximated form of the perturbation operator (5.2.5) is now no longer

sufficient. It is modified by adding the first term of the magnetic multipole

series, namely, the �~mðxÞ �~bð~RxÞ interaction term, where ~mðxÞ is the

magnetic dipole moment operator of species x and~bð~RxÞ is the magnetic
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field operator, since selection rules now permit magnetic dipole allowed

transitions to take place in addition to electric dipole allowed ones to

leading order, as well as contributions from higher multipole moment

terms. Therefore, the interaction Hamiltonian can be written as

HintðAÞþHintðBÞ ¼ �e�10 ~mðAÞ �~d?ð~RAÞ�~mðAÞ �~bð~RAÞ

�e�10 ~mðBÞ �~d?ð~RBÞ�~mðBÞ �~bð~RBÞ; ð5:9:2Þ

which is identical to the coupling operator (4.4.1) used in the computation

of the discriminatory transfer rate. Although the electric quadrupole

interaction term�e�10 QijðxÞ~rj d
?
i ð~RxÞ, whereQij is the electric quadrupole

moment tensor, is of a comparable order of magnitude to the magnetic

dipole moment, the electric dipole–quadrupole contribution to the disper-

sion potential vanishes for isotropic molecules and is, therefore, excluded

from further consideration.

It may be recalled from Section 5.2 that in the perturbation theory

calculation of the dispersion energy shift, 12 two-photon exchange dia-

grams involving electric dipole interaction vertices needed to be summed.

If HintðxÞ, x¼A, B, given by equation (5.9.2) is used as the interaction

Hamiltonian at each respective center, the resulting energy shift will

comprise three different types of contribution. The leading electric dipole

interaction term will again yield the Casimir–Polder expression, while the

pure magnetic dipole coupling will give rise to the dispersion potential

between two paramagnetically susceptible molecules, in essence the mag-

netic dipole analogue of the Casimir–Polder potential. It is considerably

smaller inmagnitude than the electric dipole–dipole interaction and has the

functional form

DE ¼ �
�h

16p3e20c3R2

ð1
0

duu4e�2uRwðA; iuÞwðB; iuÞ

� 1þ 2

uR
þ 5

u2R2
þ 6

u3R3
þ 3

u4R4

� 	
; ð5:9:3Þ

where the isotropic magnetic dipole susceptibility at imaginary frequency

is defined as

wðx; iuÞ ¼ 2

3

X
t

Et0j~m0tðxÞj2
E2
t0þð�hcuÞ2

: ð5:9:4Þ
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A contribution of similar order of magnitude to the chiral discrimina-

tion dispersion potential, which survives orientational averaging, is the

energy shift between an electrically polarizable molecule and a magneti-

cally susceptible one, and details of this calculation are presented in the

following section.

To obtain the energy shift between two chiral molecules, the contribu-

tion proportional to the product of the electric–magnetic dipole moments

at each center is extracted. This means replacing one electric dipole

interaction vertex in A and B in the time-ordered graphs of Fig. 5.1 by a

magnetic dipole coupling term. Instead of adding the contributions from

12 diagrams, now48Feynman graphs have to be summed. The four graphs

ensuing from diagram (i) of Fig. 5.1 are illustrated in Fig. 5.9. For the

FIGURE 5.9 One set of four time-ordered graphs used in the calculation of the

chiral discrimination dispersion interaction. The labels m and m are shorthand for

electric and magnetic dipole coupling vertices.
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current problem, the perturbation theory solution involves techniques and

formulas previously employed in Sections 4.4 and 5.2. The energy shift is

calculated using the fourth-order perturbation theory expression (5.2.4),

but with coupling Hamiltonian (5.9.2). As before, the initial and final

states are represented by the ket j0i ¼ jEA
0 ;E

B
0 ; 0ð~p; eÞ; 0ð~p0; e0Þi, corre-

sponding to both molecules in their lowest electronic level, with

no photons present. The 48 possible time orderings may be grouped into

12 sets of 4 diagrams, with the product of the energy denominators

occurring in each set given in Table 5.1. Evaluating the four graphs in

diagram (i) of Fig. 5.1, which have the common energy denominator

product ½ðEr0þ�hcp0Þð�hcpþ�hcp0Þ ðEs0þ�hcpÞ��1, where r and s denote

excited states of A and B, respectively, corresponding to the denominator

of graph (i) of Fig. 5.1 as displayed in Table 5.1, the contribution is

DEiða�dÞ ¼�
X
~p;~p 0

X
e; e0

X
r;s

�hp
2e0V

 ! �hp0
2e0V

 !

�½m0r
j ðAÞmr0i ðAÞm0s

l ðBÞms0k ðBÞ�bðeÞj ð~pÞbðeÞl ð~pÞeðe
0Þ

k ð~p0Þ�eðe
0Þ

i ð~p0Þ
þm0ri ðAÞmr0

j ðAÞm0s
l ðBÞms0k ðBÞ�eðeÞi ð~pÞbðeÞl ð~pÞeðe

0Þ
k ð~p0Þ�b

ðe0Þ
j ð~p0Þ

þm0r
j ðAÞmr0i ðAÞm0sk ðBÞms0

l ðBÞ�b
ðeÞ
j ð~pÞeðeÞk ð~pÞ�eðe

0Þ
i ð~p0Þbðe

0Þ
l ð~p0Þ

þm0ri ðAÞmr0
j ðAÞm0sk ðBÞms0

l ðBÞ�eðeÞi ð~pÞeðeÞk ð~pÞ�b
ðe0Þ
j ð~p0Þbðe

0Þ
l ð~p0Þ�

�eið~pþ~p
0Þ �~R ½ðEr0þ�hcp0Þð�hcpþ�hcp0ÞðEs0þ�hcpÞ��1:

ð5:9:5Þ

Using the fact that m0ri ðAÞmr0
j ðAÞ ¼�m0r

j ðAÞmr0i ðAÞ and m0sk ðBÞms0
l ðBÞ ¼

�m0s
l ðBÞms0k ðBÞ for transition dipole moment matrix elements taken over

real wavefunctions and carrying out the sums over polarization vectors,

equation (5.9.5) becomes

�
X
~p;~p 0

X
r;s

�hp
2e0V

 ! �hp0
2e0V

 !
m0ri ðAÞmr0

j ðAÞm0sk ðBÞms0
l ðBÞ

� ðdik�p̂ip̂kÞðdjl�p̂0j p̂0lÞþðdik�p̂0ip̂0kÞðdjl�p̂j p̂lÞþeilsejktðp̂sp̂0tþ p̂0sp̂tÞ
ih

�eið~pþ~p 0Þ �~R ½ðEr0þ�hcp0Þð�hcpþ�hcp0ÞðEs0þ�hcpÞ��1: ð5:9:6Þ
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Evaluating the contribution from the remaining 44 diagrams and adding

to (5.9.6) enables the energy shift to be written as

DE¼�
X
~p;~p 0

X
r;s

�hp
2e0V

 ! �hp0
2e0V

 !
m0ri ðAÞmr0

j ðAÞm0sk ðBÞms0
l ðBÞ

� ðdik�p̂i p̂kÞðdjl�p̂0j p̂0lÞþðdik�p̂0ip̂0kÞðdjl�p̂j p̂lÞ
h
þeilsejktðp̂sp̂0tþ p̂0sp̂tÞ

i
eið~pþ~p

0Þ �~RXxii
a¼i

D�1a ; ð5:9:7Þ

the 12 energy denominator products being listed in Table 5.1. Their

summationmay be performed in amanner similar to that carried out in the

calculation of the Casimir–Polder potential, since the energy denomi-

nators are the same in both cases. Converting the wavevector sums

in (5.9.7) to integrals and performing the angular averages using relations

(4.2.12) and (4.4.7) produces

DE¼� 1

4p4e20�hc3
X
r;s

m0ri ðAÞmr0
j ðAÞm0sk ðBÞms0

l ðBÞ
1

ðkr0þks0Þ

�
ð1
0

ð1
0

dpdp0p3p03
1

pþp0 �
1

p�p0
 !

� ðdik�R̂iR̂kÞsinpR
pR
þðdik�3R̂iR̂kÞ cospR

p2R2
�sinpR

p3R3

 !" #("

� ðdjl�R̂jR̂lÞsinp
0R

p0R
þðdjl�3R̂jR̂lÞ cosp0R

p02R2
�sinp

0R
p03R3

0
@

1
A

2
4

3
5

þ ðdik�R̂iR̂kÞsinp
0R

p0R
þðdik�3R̂iR̂kÞ cosp0R

p02R2
�sinp

0R
p03R3

0
@

1
A

2
4

3
5

� ðdjl�R̂jR̂lÞsinpR
pR
þðdjl�3R̂jR̂lÞ cospR

p2R2
�sinpR

p3R3

 !" #)

� p

ðkr0þpÞðks0þpÞ

 !
þ2eilsekjt cospR

pR
�sinpR

p2R2

 !

� cosp0R
p0R

�sinp
0R

p02R2

0
@

1
A p0

ðkr0þp0Þðks0þp0Þ

 !#
; ð5:9:8Þ
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which has been separated into two parts, one symmetric and one anti-

symmetric in p and p0. Performing the p0 integral and transforming p to an

imaginary wavevector results in an expression for the dispersion energy

shift between two chiral molecules in fixed relative orientation

DE¼� 1

4p3e20�hc3
X
r; s

m0ri ðAÞmr0
j ðAÞm0sk ðBÞms0

l ðBÞ
ð1
0

duu8 e�2uR

ðk2r0þu2Þðk2s0þu2Þ

� ðaikajl�eilsejktR̂sR̂tÞðuRÞ�2þðaikbjlþbikajl�2eilsejktR̂sR̂tÞðuRÞ�3
h
þðaikbjlþbikajlþbikbjl�eilsejktR̂sR̂tÞðuRÞ�4þ2bikbjlðuRÞ�5

þbikbjlðuRÞ�6
i
; ð5:9:9Þ

where the dyadics aij and bij are defined as aij ¼ dij�R̂iR̂j and

bij ¼ dij�3R̂iR̂j. To obtain the energy shift for a pair of freely rotating

optically active molecules, an orientational average is carried out using

the result

D
m0ti ðxÞm0t

j ðxÞ
E
¼ 1

3
dijj~m0tðxÞ �~mt0ðxÞj; ð5:9:10Þ

yielding the interaction energy

DE¼� 1

18p3e20�hc3R4

X
r;s

j~m0rðAÞ�~mr0ðAÞjj~m0sðBÞ �~ms0ðBÞj

�
ð1
0

duu4 e�2uR

ðk2r0þu2Þðk2s0þu2Þ
4þ 6

uR
þ 3

u2R2

� 	
; ð5:9:11Þ

which holds for all separation distances outside the charge overlap region.

In contrast to theCasimir–Polder potential, the interaction energy (5.9.11)

depends on the chirality of each molecule and is discriminatory. This is

due to the pseudoscalar nature of the dot product of the transition electric
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and magnetic dipole moments that features in the energy shift. When one

optical isomer is changed to its antipodal form,~m, a polar vector, changes
sign on inversion while ~m, an axial vector, is symmetric to ~r being

transformed to �~r. The energy shift (5.9.11) may also be expressed in

terms of the rotatory strength tensor defined in equation (4.4.15). For

chemically distinct species, it is not possible to determine the absolute

sign of the interaction because the rotatory strength may be of either sign.

When the two molecules are chemically identical, however, the energy

shift for opposite isomers is attractive, while that for like isomers it is

positive in sign.

From the general result (5.9.11) valid for all R, it is a simple matter to

obtain the limiting forms of the potential at long and short separation

distances. The physical and mathematical approximations are identical to

those made in calculating the asymptotic behavior of the Casimir–Polder

potential in Section 5.2. In the far zone, after dropping the u2 factor relative

to kr0 and ks0 in the wavevector denominator product and doing the

u-integral,

DEFZ ¼ �
�h3c

3p3e20R9

X
r; s

R0rðAÞRs0ðBÞ
E2
r0E

2
s0

; ð5:9:12Þ

which is expressed in terms of the rotatory strength tensor and is seen to

exhibit an R�9 power law dependence. To obtain the near-zone limit in

which kR� 1, e�2uR is approximated to unity, the term 3ðuRÞ�2 in square
brackets is retained, and the integral is evaluated using relation (5.2.21) to

give

DENZ ¼ � 1

12p2e20c2R6

X
r; s

R0rðAÞRs0ðBÞ
Er0þEs0

: ð5:9:13Þ

It should be mentioned that just as the R�6 London dispersion for-

mula (5.2.22) can be derived from the static electric dipolar coupling

potential (5.3.5) and second-order perturbation theory as shown in

Section 5.3, the near-zone discriminatory shift (5.9.13) can likewise be

obtained by adding the static magnetic dipolar coupling to the electric part

to give

VAB ¼ 1

4pe0R3
miðAÞmjðBÞþ

1

c2
miðAÞmjðBÞ

� 	
ðdij�3R̂iR̂jÞ; ð5:9:14Þ
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and using the expression for the second-order energy shift (5.3.6) and

extracting the electric–magnetic cross-term.

5.9.2 Response Theory

Having demonstrated in Section 5.7 that response theory is advantageous

for the computation of dispersion potentials between electric dipole

polarizable molecules relative to diagrammatic time-dependent perturba-

tion theory, the interaction between a polarizable species and the source

Maxwell fields of a second body is used to evaluate the discriminatory

dispersion force between two excited chiral molecules in this section

(Jenkins et al., 1994a, 1994b; Salam,1996), extending previous results for

such systems that were limited to ground-state interactions. Labeling the

initial excited electronic states of A and B as jpAi and jrBi as before, with
electric and magnetic dipole allowed upward and downward transitions to

intermediate states jqAi and jsBi, respectively, the extension of the energy

shift formula (5.7.1) applicable to the dispersive coupling between two

optically active molecules is

DE ¼ Im
i

e0
GijðA;oÞd?i ðB;~RA; tÞbjðB;~RA; tÞ

þ Im
i

e0
GklðB;oÞd?k ðA;~RB; tÞblðA;~RB; tÞ: ð5:9:15Þ

Aconsequence of less restrictive selection rules for electronic transitions in

chiral molecules is that such substances are characterized by a mixed

electric–magnetic dipole dynamic polarizability tensor Gijðx;oÞ, defined
analogously to the pure electric dipole polarizability as

Gijðx;oÞ ¼
X
n

mmn
i ðxÞmnm

j ðxÞ
Enm��ho þ mmn

j ðxÞmnmi ðxÞ
Enmþ�ho

� �
: ð5:9:16Þ

In contrast to the electric dipole polarizability tensor aijðx;oÞ, the

mixed tensor Gijðx;oÞ changes sign when one enantiomer is replaced by

another of opposite handedness, thereby permitting differentiation of

species with differing chirality to occur. From expression (5.9.15), it is

seen that each optically activemolecule responds viaGijðx;oÞ, x¼A, B, to

the electric displacement and magnetic field operators due to a second

source molecule at the position at which the first species is located. Since
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the electric–magnetic dipole response tensor (5.9.16) is imaginary for real

wavefunctions, the imaginary part is taken in the formula for the energy

shift. To find the interaction energy between two chiral molecules using

the response theory approach, the electric dipole-dependent Maxwell

field operators in the proximity of a molecule are no longer sufficient.

Contributions from higher multipole moments are required. This nece-

ssitates using the electric and magnetic dipole-dependent first-order

Maxwell fields and the second-order electric displacement and magnetic

fields dependent bilinearly on ~m and ~m. The first of these were found in

Section 2.7 and are given by equations (2.7.6) and (2.7.7). Appendix A

contains the second-order fields correct up to and including the electric

quadrupole coupling, with the relevant fields to be employed in the present

application given by expressions (A.2) and (A.8). Inserting the expansion of

the Maxwell fields in series of powers of the first two multipole moments

and retaining terms proportional to the product of~m and ~m at each center,

the energy shift (5.9.15) becomes

DE ¼ Im
i

e0

X
s

GijðA;orsÞ

�
h
d
ð1Þ
i ðB;~m;ors;~RAÞbð1Þj ðB;~m;ors;~RAÞþ d

ð1Þ
i ðB;~m;ors;~RAÞ

�bð1Þj ðB;~m;ors;~RAÞ
i
þ Im

i

e0

X
q

GklðB;opqÞ

�
h
d
ð1Þ
k ðA;~m;opq;~RBÞbð1Þl ðA;~m;opq;~RBÞþ d

ð1Þ
k ðA;~m;opq;~RBÞ

�bð1Þl ðA;~m;opq;~RBÞ
i
�Im i

e0

X
modes

GijðA;oÞ

�
h
b
ð0Þ
j ðo;~RAÞdð2Þi ðB;~m~m;o;~RAÞþ b

ð2Þ
j ðB;~m~m;o;~RAÞdð0Þi ðo;~RAÞ

i

�Im i

e0

X
modes

GklðB;oÞ

�
h
b
ð0Þ
l ðo;~RBÞdð2Þk ðA;~m~m;o;~RBÞþ b

ð2Þ
l ðA;~m~m;o;~RBÞdð0Þk ðo;~RBÞ

i
:

ð5:9:17Þ

As in the corresponding calculation of the Casimir–Polder potential in

Section 5.7, A responds to the source fields of B, the latter species

undergoing transitions with energy Ers ¼ �hckrs. Meanwhile, B reacts to

the fields of molecule A, for which transitions take place between states

jqi jpi with energy Epq ¼ �hckpq. Concentrating for the moment on the
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first two terms of (5.9.17) arising from the product of the radiation fields

linear in the moments, use of (2.7.6) and (2.7.7) leads to

Im

� i

16p2e20c2
X
s

GijðA;krsÞk6rs
�
mrsk ðBÞmsr

l ðBÞ�f ikðkrsRÞfjlðkrsRÞ

�mrs
k ðBÞmsrl ðBÞ�gikðkrsRÞgjlðkrsRÞ

�
8><
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9>=
>;

þIm
� i

16p2e20c2
X
q

GklðB;kpqÞk6pq
�
mpqi ðAÞmqp

j ðAÞ�f kiðkpqRÞfljðkpqRÞ

�mpq
j ðAÞmqpi ðAÞ�gkiðkpqRÞgljðkpqRÞ

�
8>><
>>:

9>>=
>>;:

ð5:9:18Þ

For the evaluation of the last two terms of (5.9.17), a procedure identical to

that carried out for the calculation of the Casimir–Polder potential using

response theory, detailed in Section 5.7, is followed. Employing the

appropriate second-order Maxwell fields in addition to the free displace-

ment and magnetic fields, equations (2.6.13) and (2.6.14), the contribution

arising from the interference of the vacuum and bilinear fields is

Im

� i

16p2e20c2
X
s
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mrsk ðBÞmsr
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�
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>>:
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>>;

� 1

32p3e20c2
X
s

mrsk ðBÞmsr
l ðBÞ

ð1
0

du
2iu7e�2uR

ðk2rsþu2Þ
GijðA;icuÞ

��fikðiuRÞfjlðiuRÞ�gikðiuRÞgjlðiuRÞ�

� 1

32p3e20c2
X
q

mpqi ðAÞmqp
j ðAÞ

ð1
0
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2iu7e�2uR
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GklðB;icuÞ

��fkiðiuRÞfljðiuRÞ�gkiðiuRÞgljðiuRÞ�: ð5:9:19Þ

232 RETARDED DISPERSION FORCES



Appearing in the u-integral terms of the energy shift is the mixed electric–

magnetic dipole polarizability tensor at imaginary wavevector k¼ iu,

Gijðx;icuÞ¼
X
n

mmn
i ðxÞmnm

j ðxÞ
Enm�i�hcu þm

mn
j ðxÞmnmi ðxÞ
Enmþi�hcu

� �

¼2i
X
n

mmn
i ðxÞmnm

j ðxÞ�hcu
E2
nmþð�hcuÞ2

; ð5:9:20Þ

and the geometric tensors fijðiuRÞ and gijðiuRÞ are given by equations

(2.9.15) and (2.9.35), respectively. The total energy shift is obtained by

adding equation (5.9.19) to the contribution (5.9.18). As in the field

theoretic computation of the Poynting vector, the electromagnetic energy

density due to an excited source, and the dispersion force between two

excited molecules, the contribution arising from fields linear in the

moments exactly cancels the term from upward transitions from the

initial state originating from the product of the vacuum and second-order

Maxwell fields, producing

DE¼� 1

8p2e20c2
X
s

Er>Es

GijðA;krsÞk6rs
�
mrsk ðBÞmsr

l ðBÞ�f ikðkrsRÞfjlðkrsRÞ

�mrs
k ðBÞmsrl ðBÞ�gikðkrsRÞgjlðkrsRÞ

�
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X
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�
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X
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�
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�
fikðiuRÞfjlðiuRÞ�gikðiuRÞgjlðiuRÞ

�
:

ð5:9:21Þ
As before, the first two terms of the energy shift apply only for downward

transitions from the initial state, corresponding to real photon emission,

while the u-integral term contains contributions from both upward and

downward transitions. Inserting the geometric tensors and simplifying

produces the following result for the dispersion interaction energy
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between a pair of excited chiral molecules in fixed relative orientation,

DE¼� 1

8p2e20c2
X
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ð5:9:22Þ
For freely tumblingA andB, an orientational averageof equation (5.9.22)

results in the energy shift

DE¼� 1
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ð5:9:23Þ

Of the three terms of equation (5.9.23), only the u-integral term is present

when both species are in the ground electronic state, as the first two terms

hold only for downward transitions from the initial state. The u-integral
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is seen to be identical to the result (5.9.11) obtained via diagrammatic

time-dependent perturbation theory on inserting ground-state mixed

electric–magnetic dipole polarizability tensors Gijðx;oÞ, x¼A, B.

Examining the case in which molecule B is in the ground state and A

is excited, it is seen that only the second and third terms of equa-

tion (5.9.23) contribute. Once again the u-integral term has the same

functional form, with the expectation value of GðB;oÞ taken over the

ground state of B, j0Bi. Since the far-zone limit of the u-integral was

shown to exhibit inverse ninth power separation distance dependence in

equation (5.9.12), the dominant contribution at large separations arises

from the pole term, having R�2 dependence,

� 1

6p2e20c2R2

X
q

Ep>Eq

GðB;kpqÞj~mpqðAÞ�~mqpðAÞjk4qp: ð5:9:24Þ

For small R, the near-zone limit of the second term of (5.9.23) is

� 1

4p2e20c2R6

X
q

Ep>Eq

GðB;kpqÞj~mpqðAÞ�~mqpðAÞj; ð5:9:25Þ

while the asymptotic form in the near zone from the u-integral is

� 1

12p2e20c2R6

X
q;s

sgnðEqpÞj~m
pqðAÞ�~mqpðAÞjj~m0sðBÞ�~ms0ðBÞj

ðjEqpjþEs0Þ ; ð5:9:26Þ

both termsdisplayingR�6 behavior.Their sumgives for the total smallR limit

� 1

12p2e20c2R6

X
q; s
AllEq

j~mpqðAÞ�~mqpðAÞjj~m0sðBÞ�~ms0ðBÞj
ðEqpþEs0Þ ; ð5:9:27Þ

and is composed of both real and virtual photon terms.

When both chiral molecules are excited, all three terms of the energy

shift (5.9.23) remain. The far-zone limit of the first term is

� 1

6p2e20c2R2

X
s

Er>Es

GðA; krsÞj~mrsðBÞ �~msrðBÞjk4sr; ð5:9:28Þ

which when added to (5.9.24) results in the total large R limiting form of

the potential. In the near zone, the contribution to the interaction energy

DISCRIMINATORY DISPERSION INTERACTIONS 235



arising solely fromdownward transitions contains terms fromall three parts

of the result (5.9.23). Simplifying

� 1

4p2e20c2R6

X
s

Er>Es

GðA;krsÞj~mrsðBÞ�~msrðBÞj

� 1

4p2e20c2R6

X
q

Ep>Eq

GðB;kpqÞj~mpqðAÞ�~mqpðAÞj

� 1

12p2e20c2R6

X
q; s

sgnðEqpÞsgnðEsrÞj~m
pqðAÞ�~mqpðAÞjj~mrsðBÞ�~msrðBÞj

ðjEqpjþjEsrjÞ
ð5:9:29Þ

to

1

12p2e20c2R6

X
q; s
Ep>Eq

Er>Es

j~mpqðAÞ�~mqpðAÞjj~mrsðBÞ�~mrsðBÞj
ðEpqþErsÞ ; ð5:9:30Þ

results in a repulsive force.

5.9.3 Induced Moment Approach

In the previous section, it was shown how the method of induced multi-

pole moments allowed the dispersion potential between ground or excited

electric dipole polarizable molecules to be obtained directly in a physically

transparent and calculationally simple way. It is now shown how the ap-

proach outlined earlier may be extended to treat interactions between

optically active molecules (Craig and Thirunamachandran, 1999). As an

application, the dispersion energy shift between a pair of chiral molecules

in the ground state is recalculated. The techniques presented will serve as a

basis for evaluating the radiation-induced chiral discrimination interaction

energy in Chapter 7.

To a first approximation, electric and magnetic dipole transitions

are allowed simultaneously in optically active units. A measure of chiral

response is provided by the mixed electric–magnetic dipole dynamic

polarizability tensor Gijðx;oÞ. In the induced moment method for evaluat-

ing dispersion forces, in which fluctuations of the vacuum electromagnetic

field induce molecular multipole moments, both electric and magnetic
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dipole moments are induced to leading order. In a magnetically polarizable

system, for example, application of a magnetic field~bð~rÞ induces a mag-

netic dipole moment ~mind as the first moment,

mind
i ðx;~kÞ ¼ wijðx; kÞbjð~k;~RxÞ; ð5:9:31Þ

where wijðx;~kÞ is the frequency-dependent magnetic dipole susceptibility

tensor. Action of both an electric and a magnetic field on a chiral molecule

characterized by theGijðx; kÞ tensor causes both an electric and a magnetic

dipole moment to be induced. With the ground-state mixed electric–

magnetic dipole polarizability tensor at realwavevector definedby (5.9.16),

the two induced multipole moments are

mindi ðxÞ ¼ Gijðx; kÞbjð~k;~RxÞ ð5:9:32Þ

and

mind
j ðxÞ ¼ e�10 Gijðx; kÞd?i ð~k;~RxÞ: ð5:9:33Þ

Like the interaction of induced electric dipole moments at each center,

the induced magnetic dipoles of each molecule couple via the resonant

dipole–dipole coupling tensor V
ij ðk;~RÞ given by equation (5.8.3). Hence,
the contribution to the energy shift from this term is of the form

mind
i ðA;~kÞmind

j ðB;~kÞRe Vijðk;~RÞ: ð5:9:34Þ

For the coupling of an induced electric dipole moment at one center xwith
the induced magnetic dipole at a second site x0, coupling no longer occurs
via V
ij ðk;~RÞ, but now takes place through the interaction tensorU
ij ðk;~RÞ,
a quantity first encountered in the resonant transfer of excitation energy

between an electric and a magnetic dipole, defined by equation (4.4.11).

The contribution to the energy shift from such coupling is of the form

mindi ðA;~kÞmind
j ðB;~kÞImUijðk;~RÞ; ð5:9:35Þ

in addition to a similar termarising from interchange ofA andB. Alongwith

the induced electric dipole–electric dipole coupling term (5.8.4), it is seen
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that the expression for the energy shift proportional to the product of the

electric and magnetic dipole moments at each center comprises four terms,

DE ¼
X
~k ; l

mindi ðAÞmindj ðBÞþ
1

c2
mind

i ðAÞmind
j ðBÞ

" #
Re Vijðk;~RÞ

(

þ �mindi ðAÞmind
j ðBÞþmind

i ðAÞmindj ðBÞ
�
ImUijðk;~RÞ

)
: ð5:9:36Þ

As forVijðk;~RÞ, the
 superscript formerly appearing onUijðk;~RÞ has been
dropped, since ImU
ij ðk;~RÞ is invariant to the signs explicitly appearing in
the functional form of the tensor. Inserting the induced dipole moments

from equations (5.9.32) and (5.9.33) into (5.9.36) produces an expression

for the energy shift that highlights the dependence of DE on the chiral

response tensors of each molecule and on the radiation field operators.

Therefore,

DE ¼
X
~k ; l

nh
GikðA; kÞGjlðB; kÞbkð~RAÞblð~RBÞ

þ 1

e20c2
GkiðA; kÞGljðB; kÞd?k ð~RAÞd?l ð~RBÞ

i
Re Vijðk;~RÞ

þ e�10

h
GikðA; kÞGljðB; kÞbkð~RAÞd?l ð~RBÞ

þGkiðA; kÞGjlðB; kÞd?k ð~RAÞblð~RBÞ
i
ImUijðk;~RÞ

o
: ð5:9:37Þ

To evaluate the ground-state dispersion potential between both A and B

chirals, the expectation value of formula (5.9.37) is taken over the familiar

radiation–matter state j0i ¼ jEA
0 ;E

B
0 ; 0ð~k; lÞ; 0ð~k

0
; l0Þi and the sumover all

modes of the electromagnetic field is carried out. As in the calculation of the

Casimir–Polder energy using this approach, the expectation value of the

molecular factors leads to the ground-state polarizability tensors of the form

(5.9.16)with jmi ¼ 0.The radiationfield part again involves the expectation

value of the spatial field–field correlation function, this time featuring

products of the magnetic field at each center, the electric displacement–

magneticfieldcorrelationfunction,aswellasd?k ð~RAÞd?l ð~RBÞ,with the lastof
thesecontainedinthesecondtermof(5.9.37),whichwasthesolecontribution

to the electric–electric dispersion energy shift, whose expectation value

over the vacuum field state was given by expression (5.8.6). For future
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convenience, the expectation value over the number state of the radiation

field jNð~k; lÞi, corresponding to an occupation number N of photons of

mode ð~k; lÞ, for the combination of four electromagnetic field correlation

functions is given below (Salam, 2006a). They are obtained from the mode

expansions for~d
?ð~rÞ and~bð~rÞ from equations (1.7.17) and (1.4.53), respec-

tively. Thus,

hNð~k; lÞjd?i ð~k; l;~RAÞd?j ð~k; l;~RBÞjNð~k; lÞi

¼
�hcke0
2V

 !
ðNþ 1ÞeðlÞi ð~kÞ�eðlÞj ð~kÞe�i~k �~R þN�e

ðlÞ
i ð~kÞeðlÞj ð~kÞei~k �~R

h i
;

ð5:9:38Þ
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¼
�hk

2e0cV
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ðNþ 1ÞbðlÞi ð~kÞ�b

ðlÞ
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ðlÞ
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ð5:9:39Þ
hNð~k; lÞjd?i ð~k; l;~RAÞblð~k; l;~RBÞjNð~k; lÞi

¼
�hk
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ð5:9:40Þ
hNð~k; lÞjbið~k; l;~RAÞd?j ð~k; l;~RBÞjNð~k; lÞi

¼
�hk
2V

 !
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:

ð5:9:41Þ

Inserting N¼ 0 into each of these four relations results in the expectation

values for the vacuumfield correlation functions. Each of the four terms of

the energy shift (5.9.37) are now examined and evaluated in turn, taking

the expectation value for the ground state of the system (molecules plus

field). From (5.9.39), the vacuum field correlation function of the mag-

netic field is

h0ð~k; lÞjbið~k; l;~RAÞbjð~k; l;~RBÞj0ð~k; lÞi ¼
�hk

2e0cV

� �
b
ðlÞ
i ð~kÞ�bðlÞj ð~kÞe�i

~k �~R :

ð5:9:42Þ
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Substituting this relation and carrying out the polarization sum gives for

the first term of (5.9.37),

X
~k

�hk
2e0cV

� �
GikðA;kÞGjlðB;kÞðdkl�k̂kk̂lÞe�i~k �~RReVijðk;~RÞ: ð5:9:43Þ

After converting the ~k-sum to an integral and performing the angular

integral using the result (5.8.8) and substituting for ReVijðk;~RÞ
from (5.8.3), the above becomes

�h
16p3e20cR3

ð1
0

dkk3GikðA;kÞGjlðB;kÞ

� ½ðdij�3R̂iR̂jÞðcoskRþkR sinkRÞ�ðdij�R̂iR̂jÞk2R2coskR�

� ðdkl�R̂kR̂lÞsinkR
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þðdkl�3R̂kR̂lÞ coskR

k2R2
�sinkR

k3R3

 !" #
:

ð5:9:44Þ

Comparing expression (5.9.44) with equation (5.8.9), the k-dependent

part is seen to be identical in both formulas, with only the prefactor

differing. Following steps identical to that carried out on (5.8.9), which

led to the result (5.8.14), produces the functional form

�
�h

16p3e20cR2

ð1
0

duu4e�2uRGðA;icuÞGðB;icuÞ 1þ 2

uR
þ 5

u2R2
þ 6

u3R3
þ 3

u4R4

� 	
:

ð5:9:45Þ

Returning to equation (5.9.37) and examining the second term, inserting

the vacuum electric displacement field correlation function (5.8.6) yields

X
~k ;l

�hk
2e0cV

� �
GkiðA;kÞGljðB;kÞeðlÞk ð~kÞ�eðlÞl ð~kÞe�i

~k �~RReVijðk;~RÞ: ð5:9:46Þ

Performing the polarization sum gives rise to a term identical to equa-

tion (5.9.43), whose subsequent evaluation yields a contribution equal

to (5.9.45).
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To calculate the third term of the energy shift equation (5.9.37) requires

the N¼ 0 value of the magnetic field–displacement field correlation func-

tion (5.9.41),

h0ð~k; lÞjbið~k; l;~RAÞd?j ð~k; l;~RBÞj0ð~k; lÞi ¼
�hk
2V

� �
b
ðlÞ
i ð~kÞ�eðlÞj ð~kÞe�i

~k �~R :

ð5:9:47Þ
Inserting this into the third term of DE produces

X
~k ; l

�hk
2e0V
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GikðA; kÞGljðB; kÞbðlÞk ð~kÞ�eðlÞl ð~kÞe�i

~k �~RImUijðk;~RÞ:

ð5:9:48Þ

Performing the l-sum using identity (1.4.57) and converting the~k-sum to

an integral gives for (5.9.48),

�
�h

16p3e0

ð
dkdWk3GikðA; kÞGljðB; kÞeklmk̂me�i~k �~RImUijðk;~RÞ:

ð5:9:49Þ

Carrying out the angular average using relation (4.4.7) and substituting for

ImUijðk;~RÞ given below,

ImUijðk;~RÞ ¼ 1

4pe0cR3
eijmR̂mðkR cos kRþ k2R2 sin kRÞ; ð5:9:50Þ

expression (5.9.49) becomes

Im� i�h
16p3e20cR3
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dkk3GikðA; kÞGljðB; kÞeijmeklnR̂mR̂n

� cos kR

kR
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� �
ðkR cos kRþ k2R2sin kRÞ: ð5:9:51Þ

Performing an orientational average over the molecular polarizabilities to

obtain the contribution valid for a randomly oriented A–B pair, using the

result hGikðA; kÞGljðB; kÞi ¼ dikdjlGðA; kÞGðB; kÞ, where a factor of 1/3

has been absorbed into the definition of each of the isotropic mixed
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electric–magnetic dipole polarizability tensors, defined by

Gðx; kÞ ¼ 2

3

X
t

j~m0tðxÞ �~mt0ðxÞj�hck
E2
t0�ð�hckÞ2

; ð5:9:52Þ

and contracting the tensors, noting that dikdjleijmeklnR̂mR̂n ¼ 2; enables
(5.9.51) to be written as
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Recognizing that

Im 1þ 2i
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� 	
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ð5:9:54Þ

expression (5.9.53) becomes
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kR
� 1

k2R2

� 	
e2ikR: ð5:9:55Þ

Transforming k to the imaginary variable k¼ iu finally results in the above

becoming

�h
16p3e20cR2

ð1
0

duu4e�2uRGðA; icuÞGðB; icuÞ 1þ 2

uR
þ 1

u2R2

� 	
: ð5:9:56Þ

For the fourth term of (5.9.37), use is made of theN¼ 0 value of the electric

field–magnetic field spatial correlation function (5.9.40). The calculation

follows the same lines as for the third term of (5.9.37), and a contribution

identical to (5.9.56) is obtained. Hence, the energy shift is given by twice
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the sum of equations (5.9.45) and (5.9.56),

DE ¼ �
�h

8p3e20cR2

ð1
0

duu4e�2uRGðA; icuÞGðB; icuÞ

� 1þ 2

uR
þ 5

u2R2
þ 6

u3R3
þ 3

u4R4

� 	
� 1þ 2

uR
þ 1

u2R2

� 	� �
; ð5:9:57Þ

which simplifies to

DE ¼ �
�h

8p3e20cR2

ð1
0

duu4e�2uRGðA; icuÞGðB; icuÞ 4

u2R2
þ 6

u3R3
þ 3

u4R4

� 	
;

ð5:9:58Þ

which is seen to be identical to the chiral discrimination dispersion potential

between ground-state molecules obtained in the two previous sub-sections

using alternative physical viewpoints.

5.10 INTERACTIONS INVOLVING MAGNETICALLY
SUSCEPTIBLE MOLECULES

By relaxing the electric dipole approximation and allowing eachmolecule to

also interactwith the radiationfield throughmagnetic dipole coupling, itwas

shown inSection5.9 that the interaction energybetween twomolecules each

possessing mixed electric–magnetic dipole polarizability was discrimina-

tory, depending upon the chirality of each species. Including coupling of

the magnetic dipole moment to the magnetic field permits dispersion

forces between molecules with polarizability characteristics different to

Gijðx;oÞ; x ¼ A;B; that are of a similar order of magnitude to the

discriminatory dispersion potential between two optically active molecules

to be examined. One such interaction onwhich the present section focuses is

the dispersion potential between an electric dipole polarizablemolecule and

amagnetic dipole susceptiblemolecule (Thirunamachandran, 1988; Jenkins

et al., 1994b; Salam, 1996). The energy shift between the pair is computed

using response theory, since this method enables contributions to be easily

calculated when one or both of the species are electronically excited. This

potential is important when molecules with small electric dipole polariz-

ability interact with species having a large magnetic dipole polarizability.
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Correct to second order in the molecular moments, with A being electric

dipole polarizable and B responding to the electric dipole-dependent

magnetic field of A through its magnetic dipole susceptibility tensor

wijðB; kÞ, defined by

wijðB; kÞ ¼
X
s

mrs
i ðBÞmsr

j ðBÞ
Esr��hck þ mrs

j ðBÞmsr
i ðBÞ

Esrþ�hck
� �

¼
X
s

2Esrm
rs
i ðBÞmsr

j ðBÞ
E2
sr�ð�hckÞ2

; ð5:10:1Þ

the interaction energy is evaluated from the formula

DE ¼ � 1

2e20

X
s

aijðA; krsÞdð1Þi ðB;~m; krs;~RAÞdð1Þj ðB;~m; krs;~RAÞ

� 1

2

X
q

wklðB; kpqÞbð1Þk ðA;~m; kpq;~RBÞbð1Þl ðA;~m; kpq;~RBÞ

� 1

2e20

X
~k ; l

aijðA; kÞ
h
d
ð0Þ
i ð~k;~RAÞdð2Þj ðB;~m~m;~k;~RAÞ

þ d
ð2Þ
i ðB;~m~m;~k;~RAÞdð0Þj ð~k;~RAÞ

i
� 1

2

X
~k ; l

wklðB; kÞ
h
b
ð0Þ
k ð~k;~RBÞbð2Þl ðA;~m~m;~k;~RBÞ

þ b
ð2Þ
k ðA;~m~m;~k;~RBÞbð0Þl ð~k;~RBÞ

i
;

ð5:10:2Þ
with body A initially in excited state jpi and able to undergo electric dipole
allowed transitions to higher or lower lying intermediate states jqi and with
magnetic dipole allowed transitions from initial to intermediate state of

type jsi jri, with Ers > 0 or Ers < 0, similarly possible in species B.

Employing the first-order electric displacement field due to a magnetic

dipole, equation (2.7.6), and the magnetic field linear in the electric dipole

source, equation (2.7.7), thefirst two termsof (5.10.2)are readily found tobe

� 1

32p2e20c2
X
s

aijðA; krsÞmrs
k ðBÞmsr

l ðBÞk6rs�gikðkrsRÞgjlðkrsRÞ

� 1

32p2e20c2
X
q

wklðB; kpqÞmpqi ðAÞmqpj ðAÞk6pq�gikðkpqRÞgjlðkpqRÞ:
ð5:10:3Þ
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For the evaluation of the third term of (5.10.2), proportional to the second-

order magnetic dipole-dependent electric displacement field, use is made

of operator (A.3) alongwith the vacuumdisplacement field (2.6.13), for the

fourth term of the energy shift, the quadratic, electric dipole-dependent

magnetic field is required that is given by equation (2.6.32), as well as the

zeroth-order magnetic field (2.6.14). As in earlier calculations using the

response formalism, upward anddownward transitions fromboth jpi and jri
arisingfromthe interferenceofzeroth-andsecond-orderfields, respectively,

cancel and reinforcewith corresponding terms from equation (5.10.3). The

energy shift for orientedA andB, after following the familiar computational

procedure, is

DE ¼ � 1

16p2e20c2
X
s

Er>Es

aijðA; krsÞmrs
k ðBÞmsr

l ðBÞk6rs�gikðkrsRÞgjlðkrsRÞ

� 1

16p2e20c2
X
q

Ep>Eq

wklðB; kpqÞmpqi ðAÞmqpj ðAÞk6pq�gikðkpqRÞgjlðkpqRÞ

�
�h

32p3e20c

ð1
0

duu6e�2uRaijðA; icuÞwklðB; icuÞgikðiuRÞgjlðiuRÞ:

ð5:10:4Þ

After expanding the geometrical tensors using the definition ofGijðkrÞ and
GijðiurÞ given by equations (2.9.34) and (2.9.35), expression (5.10.4) can be
written as

DE¼� 1

16p2e20c2
X
s

Er>Es

aijðA;krsÞmrs
k ðBÞmsr

l ðBÞk6rseiksejltR̂sR̂t

1

k2rsR
2
þ 1

k4rsR
4

" #

� 1

16p2e20c2
X
q

Ep>Eq

wklðB;kpqÞmpqi ðAÞmqpj ðAÞk6pqeiksejltR̂sR̂t

1

k2pqR
2
þ 1

k4pqR
4

" #

þ 1

8p3e20�hc3
eiksejltR̂sR̂t

X
q;s

mpqi ðAÞmqpj ðAÞmrs
k ðBÞmsr

l ðBÞ

�
ð1
0

duu6e�2uR
kqpksr

ðk2qpþu2Þðk2srþu2Þ
1

u2R2
þ 2

u3R3
þ 1

u4R4

" #
:

ð5:10:5Þ
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On rotational averaging and contracting the tensors, the result for freely

tumbling A and B is

DE ¼� 1

24p2e20c2
X
s

Er>Es

aðA;krsÞj~mrsðBÞj2k6rs
1

k2rsR
2
þ 1

k4rsR
4

" #

� 1

24p2e20c2
X
q

Ep>Eq

wðB;kpqÞj~mpqðAÞj2k6pq
1

k2pqR
2
þ 1

k4pqR
4

" #

þ 1

36p3e20�hc3
X
q; s

j~mpqðAÞj2j~mrsðBÞj2
ð1
0

duu6e�2uR
kqpksr

ðk2qpþu2Þðk2srþu2Þ

� 1

u2R2
þ 2

u3R3
þ 1

u4R4

" #
: ð5:10:6Þ

When A and B are both electronically excited, all three terms of (5.10.6)

contribute to the energy shift. The far-zone behavior is governed by the

limiting forms of the first two terms of the result (5.10.6), each exhibiting an

inverse square separationdistance dependence,whose summationproduces

� 1

36p2e20c2ð�hcÞ4R2

X
p;q

Ep>Eq

Er>Es

j~mpqðAÞj2j~mrsðBÞj2
ðE2

qp�E2
rsÞ

ðE4
rsEqpþE4

qpEsrÞ; ð5:10:7Þ

while in the near zone, both of these terms have R�4 character

� 1

24p2e20c2R4

X
s

Er>Es

aðA;ksrÞj~mrsðBÞj2k2sr; ð5:10:8Þ

from the first term of (5.10.6) and

� 1

24p2e20c2R4

X
q

Ep>Eq

wðB;kpqÞj~mpqðAÞj2k2pq; ð5:10:9Þ

from the second term of (5.10.6). The following asymptotic limits follow

from the u-integral term of the energy shift

DENZ¼ 1

72p2e20�h2c4R4

X
q;s

sgnðEqpÞsgnðEsrÞjEqpjjEsrjj~m
pqðAÞj2j~mrsðBÞj2
ðjEqpjþjEsrjÞ

ð5:10:10Þ
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and

DEFZ¼ 7�h
64p3e20cR7

aðA;0ÞwðB;0Þ; ð5:10:11Þ

where in the last expression, að0Þ and wð0Þ represent isotropic static excited
molecular susceptibilities. The energy shift in the far zone displays an

inverse seventhpower law.Thenear-zone limit is not a true static limit, since

there is no static coupling between an electric dipole and amagnetic dipole,

but is retarded, beingcodependenton the transitionwavevectorswithin each

species. The last five results agree with those obtained from the response of

one body to the fields due to the electromagnetic energy density of the other

found in Section 2.9.

When both molecules are in the ground state, the u-integral of equa-

tion (5.10.6) alone contributes to the energy shift, as in

1

36p3e20�hc3
X
q; s

j~m0qðAÞj2j~ms0ðBÞj2
ð1
0

duu6e�2uR

� kq0ks0

ðk2q0þ u2Þðk2s0þ u2Þ
1

u2R2
þ 2

u3R3
þ 1

u4R4

� 	
; ð5:10:12Þ

with limiting results

DENZ ¼ 1

72p2e20�h2c4R4

X
q; s

Eq0Es0

j~mq0ðAÞj2j~ms0ðBÞj2
ðEq0þEs0Þ ð5:10:13Þ

and

DEFZ ¼ 7�h
64p3e20cR7

aðA; 0ÞwðB; 0Þ; ð5:10:14Þ

where the polarizability tensors are those for molecules in the ground

electronic state. An important aspect of the dispersion potential (5.10.12) is

that it is repulsive.

As it stands, the results obtained above are incomplete in the sense that

no account has been taken of the diamagnetic coupling term, which like the

term ð�1=2ÞwðB; kÞ~b2ðA;~RBÞ is also proportional to the square of the

magnetic field (Salam, 2000a, 2000b).
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Consider the ground-state dispersion interaction between an electric

dipole polarizable molecule A and a second species B that is diamagnetic.

From equation (1.7.16), the diamagnetic coupling term is ðe2=8mÞ
f~qðBÞ �~bð~RBÞg2, which for a freely rotating source is

e2

12m
q2~b

2ð~RBÞ: ð5:10:15Þ

The ensuing interaction energy is given by the expectation value

e2

12m
h0ð~k; lÞ; 0B; 0Ajq2ðBÞ~b2ð~RBÞj0A; 0B; 0ð~k; lÞi; ð5:10:16Þ

in which diamagnetic molecule B responds to electric dipole-dependent

source fields of A. The evaluation of the radiation field part of (5.10.16) is

identical to the calculation of the magnetic energy density presented in

Section 2.9, but instead ofB being excited, hereB is taken to be in its lowest

electronic level. The form of the contribution is similar to the second

and fourth terms of (5.10.2). Computing the expectation value using the

expansion of themagnetic field due to an electric dipole source correct up to

second order in ~mðAÞ yields the result

DEa�dia ¼ � e2

144p3e20c2m

X
n

j~m0nðAÞj2hq2ðBÞi00

�
ð1
0

duu6e�2uR
kn0

ðk2n0þ u2Þ
1

u2R2
þ 2

u3R3
þ 1

u4R4

� 	
; ð5:10:17Þ

where the complete set of intermediate state of A is given the new

label n,

hq2ðBÞi00 ¼ h0Bjq2ðBÞj0Bi; ð5:10:18Þ

with the energy shift (5.10.17) holding for all A–B separation distances

R beyond charge overlaps. After making the usual approximations, the

near-zone asymptote is found to be

DEa�dia
NZ ¼ � e2

288p3e20c2mR5

X
n

j~m0nðAÞj2hq2ðBÞi00kn0: ð5:10:19Þ
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Comparing (5.10.19) with the near-zone limit between electric and

magnetic dipole polarizable molecules (5.10.13), the ratio of the two is

DEa�w
NZ

DEa�dia
NZ

� kR: ð5:10:20Þ

Since in the near zone kR� 1, the contribution from the diamagnetic

coupling term can dominate the interaction.

Returning to equation (5.10.17) and neglecting u2 relative to k2n0 in the

energy denominator and using the standard integral (5.2.23) to evaluate

the integral over imaginary wavevector,

ð1
0

due�2uR
u4

R2
þ 2u3

R3
þ u2

R4

� 	
¼ 7

4R7
; ð5:10:21Þ

the far-zone energy shift is found to be

DEa�dia
FZ ¼ � 7e2

384p3e20cmR7
aðA; 0Þhq2ðBÞi00 ð5:10:22Þ

on using the definition for the static isotropic electric dipole polarizability

of A,

aðA; 0Þ ¼ 2

3

X
n

j~m0nðAÞj2
En0

: ð5:10:23Þ

Like the wave-zone limiting form of the potential between an electric

dipole polarizable molecule and a magnetic dipole susceptible spe-

cies (5.10.14), the far-zone energy shift when one of the pairs is diamag-

netic exhibits an R�7 separation distance dependence. The two far-zone

asymptotes may be combined to yield a long-range limiting energy shift

between an electric dipole polarizable molecule and a magnetically

susceptible one, as in

DEFZ ¼ 7�h
64p3e20cR7

aðA; 0Þw0ðB; 0Þ; ð5:10:24Þ

where the modified magnetic susceptibility tensor of species x takes the

form

w0ðx; 0Þ ¼ wðx; 0Þ� e2

6m
hq2ðxÞi00: ð5:10:25Þ
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The first term of (5.10.25), wðx; 0Þ, is termed the static paramagnetic

susceptibility tensor, while the second is the diamagnetic contribution.

Although both aðx; 0Þ and wðx; 0Þ are positive quantities for the ground-

state molecules, w0ðx; 0Þ may be of either sign depending on the relative

magnitudes of the two components of (5.10.25). If w0ðx; 0Þ is negative, the
molecule is said to be diamagnetic.

Finally, it is of interest to discuss the expression for the ground-

state dispersion potential between two magnetic dipole polarizable mole-

cules, equation (5.9.3), even though it is much smaller than the leading

Casimir–Polder term and is also nondiscriminatory. It may be obtained

straightforwardly using any of the three methods detailed in this chapter

or written immediately from the Casimir–Polder potential. Making the

usual approximations, the asymptotic limits readily follow from (5.9.3).

The pure magnetic dipole correction to the London dispersion formula is

therefore

DEw�w
NZ ¼ �

1

24p2e20c2R6

X
n; s

j~m0nðAÞj2j~m0sðBÞj2
ðEn0þEs0Þ : ð5:10:26Þ

At the other separation extreme,

DEw�w
FZ ¼ �

23�h
64p3e20c3R7

wðA; 0ÞwðB; 0Þ: ð5:10:27Þ

Moreover, noting that the dispersion interaction energy between two

diamagnetic molecules is given by (Salam, 2000a)

DEdia-dia ¼ � 23e4�h
2304p3e20m2c3R7

hq2ðAÞi00hq2ðBÞi00; ð5:10:28Þ

which has inverse seventh power law for all R, the last two results may be

combined and reexpressed in terms of the modified magnetic susceptibility

tensor (5.10.25) to read

DEmag-mag
FZ ¼ � 23�h

64p3e20c3R7
w0ðA; 0Þw0ðB; 0Þ: ð5:10:29Þ

It is worth pointing out that the result (5.10.29) also contains the far-zone

limit of the dispersion interaction between a magnetic dipole susceptible

molecule and a diamagnetic molecule.
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5.11 MEASUREMENTS OF CASIMIR EFFECT

The change in the mode structure of the electromagnetic field due to the

presence of a pair of bodies relative to their absence is commonly termed

the “Casimir effect” and is frequently attributed to the zero-point energy

ð1=2Þ�ho, associated with eachmode of the radiation field. The label is also

often applied to a number of other interactions occurring between bodies at

large separation distances, each having a common physical origin inter-

pretable in terms of fluctuations of the vacuum electromagnetic field.

Arguably, the best known among these various manifestations of the

change in the zero-point energy is the so-called Casimir force—the force

of attraction felt by a pair of neutral conducting flat plates separated by a

distance d. Casimir (1948) derived a remarkable formula for the forceF per

unit area A between the plates,

FðdÞ
A
¼ p2

240

�hc
d4

; ð5:11:1Þ

which is independent of thematerial properties of the plate and contains the

fundamental constants �h and c.

Other well-known phenomena described as Casimir effects include the

interaction between an atom and a surface—also known as the Casimir–

Polder interaction (Casimir and Polder, 1948)—and the energy shift

between a pair of uncharged atoms or molecules—often referred to as the

van der Waals interaction, whose dispersion component has been exten-

sively dealt with in this chapter. It is an interesting historical note that

Casimir’s original motivation lay in exploring the nature of long-range van

der Waals forces in colloidal suspensions (Verwey and Overbeek, 1948), a

work carried out with Polder. In each of the examples mentioned, an

important consequence of the application of a quantized field treatment to

their study is the retarded aspect of the coupling between the pair of

particles or bodies in question, which is due to the explicit and automatic

appearance of the photon in the formalism, propagating with speed

c in vacuo.

The upsurge of interest in theCasimir effect (Bordag et al., 2009) that has

occurred in the last decade and a half has largely been due to advances in

experimentation, thus enabling the highly accurate measurements to be

made of the Casimir force (Bordag et al., 2001; Lamoreaux, 2005). This in

turn has stimulated a rapid growth in the number of theoretical papers

devoted to the subject. These range from alternative derivations of

Casimir’s result to more transparent presentations of the theory of Lifshitz
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(1956), which applied to a material body characterized by a frequency-

dependent complex electromagnetic permittivity, and implications result-

ing from his theory. These include Casimir effects taking place in metals,

nonconductors, and dielectrics, which has led to the study of a multitude of

different geometrical scenarios and boundary conditions. Additional cor-

rections examined include the consequences of imperfect conductivity and

surfaces being nonsmooth to the effects of finite temperature and thermal

Casimir effects.

TheCasimir effects and concepts and ideas inherent to it are now playing

an important role in a number of subdisciplines—both within and outside

its traditional domain of atomic, molecular, optical and condensed matter

physics, and quantum field theory. Topics include Hawking radiation, the

Unruh effect, and the dynamical Casimir effect—whose origins are elec-

tromagnetic, manifestations in space–times with nontrivial topology, the

influence of vacuum polarization on inflationary models of the universe in

gravitation, cosmology, and astrophysics, the development of advanced

regularization and renormalization methods in mathematical physics, and

applications of technological value such as the manufacture of nanoelec-

tromechanical devices in which it is now possible to observe repulsive as

well as attractive Casimir forces.

Prior to recent experiments, very few attempts were made to measure

various Casimir effects, while theoretical work was confined primarily to

alternative derivations of the results of Casimir and Polder, rationalizing the

physical basis of the phenomenon alongwith probing the finer details of the

Lifshitz theory. Part of the imbalance seen in the number of articles

reporting experimental versus theoretical results is the sheer technical

difficulty associated with the measurements concerned. This aspect is

evident from studies carried out by Abrikosova and Derjaguin (1957),

who employeddielectric surfaces and later firstmade use of curved surfaces

such as a lens, sphere, or a cylinder, thereby avoiding the need for the flat

plates to be parallel to one another, and by Sparnaay (1958), whose work

included the earliest use ofmetal plates.While Sparnaay’s research is often

cited as providing the first experimental verification of the Casimir effect,

the exponent of d featuring in the expression (5.11.1) for the force per unit

area between the plates was uncertain to 
1.
One major limitation of any potential experiment is that the force of

attraction between two parallel plates of infinite conductivity is measurable

only for separation distances of a micrometer or less and is minute. For

instance, a pair of flat surfaces of area 1 cm2 separated from each other by a

distance of 1 mm produces a force of the order of 100 nN. In addition to

requiring extremely sensitive force measurements, since the force is a
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function of separation distance, d must also be measured to a high level of

accuracy and be reliably reproduced. Additional requirements spelled out

by Sparnaay to further improve agreement between experiment and theory

include ensuring plate surfaces are as clean as possible with low electro-

static charge on them and keeping the voltage between the surfaces to a

minimum. These problems persist yet and prevent to make accurate

measurements even with modern experimental apparatus.

Improvements in experiments involving metallic surfaces were made by

vanBlokland andOverbeek (1978),who reported a relative uncertainty in the

measured force of around 25% at separation close to 150 nm, but grew

substantially at half a micron. Meanwhile, force measurements were also

made onnonconductive surfaces.Notable among thesewere the experiments

of Tabor and Winterton (1969) on muscovite mica. This enabled smooth

atomic surfaces to be produced, which in turn allowed the two surfaces to

approach very closely, from which it was then possible to measure the

crossover between the retarded and the nonretarded van der Waals force

regimes. This transition was found to occur at approximately 12 nm.

Anothermanifestation of the Casimir effect, this time in themicroscopic

regime, which offers the potential of measurement, is found to occur in the

excited-state fine structure of the helium atom (Lundeen, 1993), first

predicted bySpruch andKelsey (1978).At thevery long range, the potential

between an electron and a polarizable atom is of the form

VðRÞ ¼ 11e2�hað0Þ
16p2e0mcR5

; ð5:11:2Þ

and is repulsive. Since such a force like the Casimir–Polder potential

between two neutral species is not easily amenable to measurement, it was

suggested that the coupling between an electron and an ion would yield

experimental results more readily as the electron may be bound in stable

Rydberg orbits at long range. Microwave spectroscopy of the Rydberg fine

structure could then be used to compare the binding energies of different

Rydberg states. Unlike the dispersion force, which is the only contribution

to the interaction energy between two neutral nonpolar bodies, the potential

(5.11.2) is the smallest of three terms contributing to the overall force in the

Rydberg states of helium. The other two contributions are due to the dipole

polarization, which varies as R�4, and the dominant Coulomb potential

between the electron and the Heþ ion, which has an inverse separation

power law. At long range, where R	 137a0, the relative ratios of the three

potentials, in the order in which they were mentioned, is 1:104:1011.

Working within the confines of nonrelativistic theory, however, the
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Rydberg fine structure is effectively independent of the Coulomb force

because states with equal principal quantum number are degenerate in a

pure Coulomb field. Even then the contribution to the long-range interac-

tion is very small and comparable to relativistic and possibly radiative

corrections to the fine structure.

In addition to these theoretical difficulties, there are challenges that have

to be met experimentally, the most serious being the level of precision with

which the radiative widths of the states can be measured. For the pertinent

Rydberg states, this width is usually two orders of magnitude greater than

the expectation value of the potential (5.11.2). Nevertheless, microwave

spectroscopy of the fine structure of helium has been carried out by Palfrey

and Lundeen (1984) and by Hessels et al. (1990) using fast beam techni-

ques. This permitted transitions between high orbital angular momentum

states L to be studied, such as between 10I, K, L, and M. The difference

between themeasuredmean-averaged fine structure interval and the largest

contribution, namely, that arising from the nonrelativistic energies of the

states, theoretically calculated from theCoulombHamiltonian leaves a sum

of contributions attributable to relativistic, radiative, and retardation terms.

The last of these contains the long-range Casimir force as given by the

retarded two-photon exchange potential (Au et al., 1984; Babb and Spruch,

1988). For the H–I, I–K, and K–L fine-structure levels corresponding to

n¼ 10, comparison with measurements demonstrates an agreement to

approximately 1 kHz. It should be noted that this is precise to only about

10% of the retardation contribution and applies to separations in the range

10a0–50a0 and not in the asymptotically large region.

It was only in 1993 that the first known definitive measurement of the

force experienced by an isolated atom—also known as the Casimir–Polder

force, was made by Sukenik et al. (1993). Their experiment consisted of

passing a beam of sodium atoms in the 3s ground state between a pair of

parallel plates that formed a cavity. Due to the variation of the vacuum field

with position, the atoms are subject to a Casimir–Polder force that pushes

them toward the walls of the cavity. The cavity itself comprises two gold

plates of height 3 cm and length 8mm, which forms a wedge that varies in

width from 0.5 to 8 mm. The transmitted intensity of the atomic beam is

observed as a function of cavity width. Atoms that pass through the cavity

and do not stick to the walls are then excited resonantly to the 12s state by

two superimposed laser beams of wavelengths 589 and 425 nm and

detected by a channel electron multiplier. Comparison of the transmission

function is made with curves predicted theoretically based on a near-zone

van der Waals potential and the retarded long-range Casimir–Polder

potential. Agreement between theory and experiment was found to be
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excellent. Treating the strength of the interaction as a variable parameter, a

least-squares fit of the data recorded gave

DEðexptÞ
DEðtheoryÞ ¼ 1:02
 0:13; ð5:11:3Þ

providing unambiguous verification of the inverse fourth-power distance

dependence of the Casimir–Polder force.

Two experiments that prompted the recent renewed interest in Casimir

effects and constitute the first in a succession of modern measurements are

those by Lamoreaux (1997), who used a torsion pendulum balance, and

Mohideen andRoy (1998),who employed atomic forcemicroscopy (AFM)

to measure the Casimir force.

In thefirst of these experiments, the force between a spherical lens coated

with gold and a flatmetal platewasmeasured. The formerwasmounted on a

piezoelectric stack, and the latter on one arm of the torsion balance while

the second arm formed the middle electrode of dual parallel plate capa-

citors, whose position and orientation could be controlled by application of

a potential difference to the capacitor plates. A torque is produced by the

Casimir force causing a change in the angle of the torsion balance. The

ensuing change in the capacitances of the two capacitors was then detected

via a phase-sensitive circuit. To counteract angular changes of the torsion

balance, compensating voltages were applied to the capacitors by employ-

ing a feedback circuit, thereby providing a direct measurement of the

Casimir force. This procedure was repeated for separations of 10mm down

to touching distances of the two surfaces in 16 steps. The electrostatic force

and surface separationwere then determined by curve fitting part of the data

to the expected Casimir force. Measurements of the force were accurate to

about 10%.

In the second of the modern experiments, AFM techniques were

employed to measure the Casimir force between a 0.3mm polystyrene

sphere coated with a 300 nm layer of Al, further covered with a 20 nm layer

of Au/Pd, attached to an AFM cantilever, and a similarly coated optically

polished sapphire plate. The latter was fixed to a piezoelectric transducer

and moved toward the sphere with the attractive force measured by

reflecting a laser beam from the tip of the cantilever. The movement of

the beam on a pair of photodiodes yields a difference signal in direct

proportion to the bending angle of the cantilever. AFMmeasurements have

the advantage of being reproducible and reliable. Agreement between

theory and experiment was excellent. With only second-order conductivity

and surface roughness corrections included in the comparison, the root
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mean square deviation of the measured force from the predicted value was

found to be 1.6 pN in the total range of measurement from contact distance

(approximately 30 nm) to 1mm separation. This corresponds to a statistical

precision of 1% at the smallest distances of separation. Subsequent im-

provements in experimental procedure aswell as in the treatment of surface

roughness and finite conductivity of the metal by accounting for fourth-

order corrections enabled the same level of precision to be achieved over the

complete measurement range.

Experimental efforts continue to be made, especially via AFM techni-

ques, to extend the measurement both to smaller separation distances and

larger distances above the current 1 mmlimit. The formerwill enable further

light to be shed on possible deviations from Newton’s universal law of

gravitation as predicted by string theory in which extra compactified

dimensions appear, giving rise to the so-called hypothetical fifth force

that is effective at distances large relative to nuclear dimensions, whose

characteristic length scale in somemodels is 10�6m. Similar reasons apply

to examining the force at distances beyond 1000 nm. In this case, limits

could be imposed on the coupling constants of the aforementioned con-

jectured forces to test predictions of supersymmetry and string theory and

to search for new elementary particles. In addition, at large separations, the

effects of temperature come into play and significantlymodify the nature of

Casimir forces, especially between real metals.
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CHAPTER 6

MANY-BODY FORCES

I just wanted to remind you that the effects that we see on a large scale and

the strange phenomena we see on a small scale are both produced by the

interaction of electrons and photons, and all are described, ultimately, by

the theory of quantum electrodynamics.

—R. P. Feynman, QED: The Strange Theory of Light and Matter,

Princeton University Press, Princeton, NJ, 1985, p. 123.

6.1 INTRODUCTION

The total interaction energy for a collection of more than two atoms or

molecules is not simply equal to the sum of all of the pairwise interactions.

As detailed in Section 3.1, there are terms involving coupling of three-,

four-, and many-bodies that contribute to the energy shift, and which are

nonadditive in nature.While interactions betweenmolecules are dominated

by terms involving pairs of particles, with the approximation of pairwise

additivity proving to be a highly useful device for evaluating contributions

to the interaction energy even when the force itself is inherently nonpair-

wise additive, the inclusion of leading nonadditive contributions is found to

Molecular Quantum Electrodynamics, by Akbar Salam
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be essential for a number of chemical systems, ensuring even better

agreement with experiment for a variety of chemical and physical proper-

ties (Maitland et al., 1981). For example, retaining only the pairwise

additive terms in the two-body potential energy functions for Ar and Xe

results in the computation of the energy of the crystal differing from

experimental values by 10% and 13%, respectively. This is attributed to the

neglect of nonadditive contributions. Accounting for the leading triple-

dipole dispersion energy term, however, improves agreement to a few

percent for solid-state properties. This is to be expected since nuclei of

atoms and molecules are in proximity to one another in a crystal lattice. In

condensed phases, the contribution from the triple-dipole dispersion

potential correction to the interaction energy is, in general, positive for

the majority of molecular configurations. In a related context, the addition

of the three-body contribution to the dispersion potential was found to be

vital in explaining the unusually large differences occurring between

experimental third virial coefficients, C(T), and those computed using the

pairwise additive assumption, in particular for rare gas atoms, with C(T)

being more sensitive to the precise form of the intermolecular potential

function than its lower order counterpart, the second virial coefficient,B(T).

Many-body forces are also expected to play a significant role in the

modification of intermolecular interactions taking place in a medium, for

instance in a solvent.

The most common nonadditive contribution to the total interaction

energy is the dispersion potential between three atoms or molecules.

Hence, this term along with the four- and many-body dispersion potential

forms the main focus of this chapter. Section 6.2 contains the derivation of

the triple-dipole energy shift between three neutral ground-state atoms or

molecules within the framework of semiclassical theory. This was calcu-

lated for the first time independently by Axilrod and Teller (1943) and

by Muto (1943). Their computation involves use of static dipolar coupling

potentials and third-order perturbation theory. Results for different geo-

metrical arrangements of the three atoms are presented. In the following

section, a diagrammatic perturbation theory calculation is carried out with-

in the multipolar formalism of molecular quantum electrodynamics. In this

viewpoint, the dispersion potential between the three bodies is understood

as arising from the exchange of three virtual photons, each of differing

mode, one betweenA andB, a second betweenB andC, and a third between

C and A. After allowing for all possible time orderings and summing over

contributions, this yields the retarded correction to the static triple-dipole

dispersion potential, with the latter being shown to hold only in the near-

zone regime. The computation of the general result is involved, and requires
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use of the sixth-order formula for the perturbed energy shift. A simplifi-

cation is made possible by employing an effective 2-photon interaction

Hamiltonian, which results in a 60-fold reduction in the number of

Feynman diagrams that have to be summed over with third-order perturba-

tion theory again being employed. The calculation is given in Section 6.4.

In Section 6.5, it is shown how the correlations of dipole moments induced

in two atoms by a source dressed vacuumfield, leads directly to the retarded

triple-dipole dispersion energy shift in a method that is a variation of the

induced multipole moment approach introduced in Section 5.8 to evaluate

two-body dispersion forces. For the computation of a general formula for

the N-body dispersion energy shift presented in Section 6.6, a different

approach to perturbation theory is adopted. It is based on a response theory

formalism, used successfully in the previous chapter to calculate two-body

dispersion potentials between molecules in either ground or excited states.

In the present problem, the Maxwell field operators due to an assembly of

N atoms or molecules considered as sources of charge are first evaluated.

This is followed by determining the response of each particle, taken one at a

time, to the fields due to the remaining N� 1 entities. The limiting forms

of the N-body potential in the radiation- and near-zones are also given.

From the general result applicable to N bodies, the retarded four-body

dispersion potential is evaluated in Section 6.7. Special attention is given to

a tetrahedral configuration of molecules. In Section 6.8, two contrasting

methods are detailed for the calculation of the retarded three-body dis-

persion energy shift when one of the species is initially in an electronically

excited state. One approach involves time-dependent perturbation theory,

and is similar to the calculation presented in Section 5.6 for a pair of

molecules when one of them is excited. For the case of three-bodies, it is

found that two terms contribute to the energy shift. A term arising solely

from real photon emission due to downward transitions in the excited

molecule and an imaginary wavevector integral term of similar functional

form to the ground-state interaction energy between threemolecules,which

describes contributions from both upward and downward transitions in

all three bodies and downward transitions in the excited source. In the

second technique, the electric displacement field due to the excited source

molecule induces dipole moments in each of the two ground-state bodies.

The two induced dipoles couple to the retarded dipole-dipole interaction

tensor at the resonant frequency of the downward transition in the excited

molecule. Taking an expectation value over this quantity for a state of the

system in which one molecule is excited, two are in the ground state and no

photons are present—real or virtual, results in the additional contribution

due to downward transitions occurring in the excited species. Finally, in
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Section 6.9, the effect of a third body in mediating the resonant transfer

of excitation energy between two molecules is investigated. In the near

zone, direct transfer between the pair is compared with the rate modified by

the presence of a third species, along with the interference term occurring

due to both of these mechanisms, to gain insight into microscopic and

macroscopic limits of migration of energy taking place in a medium.

6.2 AXILROD-TELLER-MUTO DISPERSION ENERGY SHIFT

It was shown in Section 3.1 that the first nonadditive contribution to

the interaction energy occurs between three bodies, arising from the

simultaneous interaction of three species A, B, and C, DEABC: This term
provides a correction to the energy shift arising from the sum of the pairwise

interactions between any two of the three particles. Since the dispersion

potential is nonpairwise additive, evaluation of the three-body energy shift is

crucial as it is the leading nonadditive contribution to the interaction

potential. Its calculation was first carried out independently by Axilrod

and Teller (1943) and by Muto (1943). Each of them employed third-order

perturbation theory and static dipolar coupling potentials to compute the

dispersion energy shift. Consequently, the effects of retardation were not

accounted for. Details of their calculation are presented below.

Consider three atoms A, B, and C in the ground electronic state

with energies Ex
0; x¼A, B, C. Let them be separated by distances

Rxx0 ¼ j~Rx�~Rx0 j, x 6¼ x0 ¼ A;B;C: Excluding the effects of the radiation

field, the total Hamiltonian for the system can be written as

H ¼ HA
molþHB

molþHC
molþHint: ð6:2:1Þ

In the absence of interaction, the first three terms of (6.2.1) constitute the

unperturbed Hamiltonian,

H0 ¼ HA
molþHB

molþHC
mol; ð6:2:2Þ

a sum of Hamiltonians for the three isolated bodies. The unperturbed state

of the system is then simply a product state of eigenfunctions of each atom,

jEx
nx
i, x¼A, B,C, described by quantum number nx of species x and whose

ground state is represented by

j0i ¼ jEA
0 ;E

B
0 ;E

C
0 i: ð6:2:3Þ
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Since the unperturbed Hamiltonian (6.2.2) is separable, the unperturbed

energy of the system is given by the sum of unperturbed energies of

each body, Ex
nx
, x¼A, B, C. Hence, the energy of the unperturbed ground

state is

E0 ¼ EA
0 þEB

0 þEC
0 : ð6:2:4Þ

Interaction of the atoms with each other perturbs the system, causing a

shift in energy relative to the energy associated with each individual

entity. Within the framework of semiclassical theory, the perturbation

operator describing the coupling of the atoms at long range, in which

exchange effects can be safely ignored is given, to leading order, by

static dipole-dipole couplings between pairs of particles. Thus,

Hint ¼ HAB
int þHBC

int þHCA
int ; ð6:2:5Þ

where

Hxx0
int ¼

miðxÞmjðx0Þ
4pe0R3

xx0
dij�3R̂

xx0

i R̂
xx0

j

� �
; x 6¼ x0 ¼ A;B;C: ð6:2:6Þ

With this form of coupling Hamiltonian, the interaction energy between

the three atoms is given by the third-order perturbation theory formula

for the energy shift,

DE ¼
X
I;II

h0jHintjIIihIIjHintjIihIjHintj0i
EII0EI0

; ð6:2:7Þ

where the sum is carried out over all intermediate states excluding

the initial and final states, with the latter being identical to the initial

state in the case of the dispersion interaction. In expression (6.2.7),

EI0 ¼ EI�E0 and EII0 ¼ EII�E0, denote differences in energy between

intermediate and initial states. In the present formulation, the three-body

dispersion potential is viewed as arising from the instantaneous exchange

of a virtual photon between each pair of particles, that is, between A and

B, between B and C, and between A and C. Since this can occur in 3!

possible time orderings, 6 diagrams may be drawn depicting the coupling

between A, B, and C and consequently, 6 terms contribute to the energy

shift in (6.2.7). Each species is therefore involved in the exchange of two

virtual photons and can subsequently return to the electronic ground state
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after virtual excitation to an excited intermediate state. Let the set of

excited virtual states in the three bodies A, B, and C be denoted by jpi,
jqi, and jri, respectively, with energy EA

p , E
B
q , and EC

r , which may also be

used as state labels. Electric dipole allowed transitions are assumed to

occur between the electronic states of each atom, which are nonvanishing

only when the states have differing parity.

Consider the sequence in which the coupling between A and B occurs

first, followed by the interaction of B and C, with the coupling between C

and A taking place last. With the initial and final states given by (6.2.3),

the two types of intermediate state linking the states of the system before

and after interaction are easily seen to be of the form jIi ¼ jEA
p ;E

B
q ;E

C
0 i

and jIIi ¼ jEA
p ;E

B
0 ;E

C
r i, with energy difference EI0 ¼ Ep0þEq0 and

EII0 ¼ Ep0þEr0, where the superscripts labeling atoms have been omitted

from these two terms. The first intermediate state reflects interaction

between A and B having taken place, with these two particles undergoing

virtual excitation to higher lying states jpi and jqi, respectively. The
second intermediate state represents the result of coupling between B and

C, with B returning to the ground state from jqi and C excited to virtual

state jri from the ground state. This contribution to the energy shift is

calculated from

X
I;II

hEC
0 ;E

B
0 ;E

A
0 jHAC

int jEA
p ;E

B
0 ;E

C
r ihEC

r ;E
B
0 ;E

A
p jHBC

int jEA
p ;E

B
q ;E

C
0 ihEC

0 ;E
B
q ;E

A
p jHAB

int jEA
0 ;E

B
0 ;E

C
0 i

ðEp0þEq0ÞðEp0þEr0Þ :

ð6:2:8Þ

Substituting the respective ground and intermediate states, inserting the

appropriate form of the perturbation operator (6.2.6), and evaluating the

matrix elements produces

1

ð4pe0Þ3
1

R3
ABR

3
BCR

3
CA

X
p;q;r

mp0i ðAÞm0pj ðAÞmq0k ðBÞm0ql ðBÞmr0m ðCÞm0rn ðCÞ

�
�
dik�3R̂

AB

i R̂
AB

k

��
dlm�3R̂

BC

l R̂
BC

m

��
djn�3R̂

CA

j R̂
CA

n

�
�ðEp0þEq0Þ�1ðEp0þEr0Þ�1: ð6:2:9Þ

The contributions to the energy shift from the five remaining sequences

of excitation events gives terms identical to (6.2.9) except for the energy
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denominators. There are in fact three different energy denominator products.

Hence, the total interaction energy is

DE¼ 2

ð4pe0Þ3
1

R3
ABR

3
BCR

3
CA

X
p;q;r

mp0i ðAÞm0pj ðAÞmq0k ðBÞm0ql ðBÞmr0m ðCÞm0rn ðCÞ

�
�
dik�3R̂

AB

i R̂
AB

k

��
dlm�3R̂

BC

l R̂
BC

m

��
djn�3R̂

CA

j R̂
CA

n

�

�
�

1

ðEp0þEq0ÞðEp0þEr0Þ þ
1

ðEp0þEq0ÞðEq0þEr0Þ

þ 1

ðEp0þEr0ÞðEq0þEr0Þ
�
: ð6:2:10Þ

Summing the energy denominators yields

1

ðEp0þEq0ÞðEp0þEr0Þþ
1

ðEp0þEq0ÞðEq0þEr0Þþ
1

ðEp0þEr0ÞðEq0þEr0Þ
� �

¼ 2ðEp0þEq0þEr0Þ
ðEp0þEq0ÞðEp0þEr0ÞðEq0þEr0Þ: ð6:2:11Þ

Replacing the sumof energydenominators in (6.2.10) by the right-hand form

of (6.2.11) produces the recognizable expression for the triple-dipole inter-

action energy between oriented systems

DE ¼ 1

16p3e30

1

R3
ABR

3
BCR

3
CA

X
p;q;r

mp0i ðAÞm0pj ðAÞmq0k ðBÞm0ql ðBÞmr0m ðCÞm0rn ðCÞ

� dik�3R̂
AB

i R̂
AB

k

� �
dlm�3R̂

BC

l R̂
BC

m

� �
djn�3R̂

CA

j R̂
CA

n

� �

� ðEp0 þEq0 þEr0Þ
ðEp0 þEq0ÞðEp0 þEr0ÞðEq0þEr0Þ : ð6:2:12Þ

For a collection of three isotropic species, a rotational average must be

performed on the result (6.2.12). This may be carried out as three indepen-

dent orientational averages using result (B.4) from Appendix B, with the
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molecular part factored according to

hmp0i ðAÞm0pj ðAÞmq0k ðBÞm0ql ðBÞmr0m ðCÞm0rn ðCÞi
¼ hmp0i ðAÞm0pj ðAÞihmq0k ðBÞm0ql ðBÞihmr0m ðCÞm0rn ðCÞi

¼ 1

3

 !3

j~m0pðAÞj2j~m0qðBÞj2j~m0rðCÞj2dijdkldmn: ð6:2:13Þ

Contracting the tensors of (6.2.13) with the orientational factors appearing

in (6.2.12) results in the averaged energy shift becoming

DE ¼ 1

16ð3pe0Þ3
1

R3
ABR

3
BCR

3
CA

X
p;q;r

j~m0pðAÞj2j~m0qðBÞj2j~m0rðCÞj2

� ðEp0þEq0 þEr0Þ
ðEp0 þEq0ÞðEp0 þEr0ÞðEq0þEr0Þ

�
�
�6þ 9 R̂

BC � R̂CA
� �2

þ R̂
CA � R̂AB

� �2
þ R̂

AB � R̂BC
� �2� �

�27 R̂
AB � R̂BC

� �
R̂
BC � R̂CA

� �
R̂
CA � R̂AB

� ��
: ð6:2:14Þ

A much-studied configuration of three bodies is when they form a

triangular geometry. To simplify the notation, it is convenient to introduce

the unit vectors â ¼ R̂
B�R̂

C
, b̂ ¼ R̂

C�R̂
A
, and ĉ ¼ R̂

A�R̂
B
and the internal

angles uA, uB, and uC opposite sides BC, CA, and AB, respectively.

The direction cosines appearing in braces in expression (6.2.14) can be

written as

�6þ 9
h
ðâ � b̂Þ2 þðb̂ � ĉÞ2 þðĉ � âÞ2

i
�27ðâ � b̂Þðb̂ � ĉÞðĉ � âÞ

n o
; ð6:2:15Þ

with cosuA ¼ b̂ � ĉ, and so on. Using the identity for internal angles of a

triangle,

cos2uA þ cos2uBþ cos2uC ¼ 1�2cosuA cosuB cosuC; ð6:2:16Þ
(6.2.15) simplifies to

3½1þ 3cosuA cosuB cosuC�: ð6:2:17Þ
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Hence, the energy shift for a triangular arrangement of three interacting

atoms is

DE ¼ 1

144p3e30

1

a3b3c3

X
p;q;r

j~m0pðAÞj2j~m0qðBÞj2j~m0rðCÞj2

� ðEp0þEq0 þEr0Þ
ðEp0 þEq0ÞðEp0 þEr0ÞðEq0þEr0Þ ½1þ 3cosuA cosuB cosuC�:

ð6:2:18Þ

It is instructive to examine the geometrical factor

½1þ 3cosuA cosuB cosuC�
a3b3c3

; ð6:2:19Þ

appearing in the result (6.2.18) for particular configurations of the atoms.

For an equilateral triangular arrangement, the lengths are all equal, a¼ b

c¼R, say, and uA ¼ uB ¼ uC ¼ 60�; the term within square brackets

simplifies to 11/8 and (6.2.19) to 11/8R9 and the energy shift is positive

and therefore repulsive. For a right triangle in which uA ¼ 90�, say, the
trigonometric factor in square brackets of the geometrical term (6.2.19)

vanishes leaving unity and the energy shift is again repulsive. When the

three atoms are collinear, uA ¼ uB ¼ 0�, and uC ¼ 180�, the term within

square brackets above simplifies to �2, giving rise to an attractive inter-

action energy.

It is interesting to note that the energy shift (6.2.18) can be expressed in

terms of the dynamic electric dipole polarizability at imaginary frequency

for each atom analogously to expression (5.3.11) for the London dispersion

energy. Thus,

DE ¼ 3�hc
256p4e30

ð1
�1

duaðA; iuÞaðB; iuÞaðC; iuÞ ½1þ 3cosuA cosuB cosuC�
a3b3c3

:

ð6:2:20Þ

Like formula (5.3.8), it is common to express the near-zone dispersion

energy shift in terms of static polarizabilities. This may be achieved by

carrying out an average energy or Uns€old approximation. Alternatively, a

two-level coupling scheme may be chosen in which the static polariz-

abilites are taken to be dependent only on the single, lowest energy

transition within particle x at an energy, Ex, with transition electric
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dipole moment ~mðxÞ. In such a situation, the static electric dipole

polarizability is given by

aðx; 0Þ ¼ 2

3

j~mðxÞj2
Ex

: ð6:2:21Þ

Redefining the energy as

~E ¼ 2EAEBECðEAþEBþECÞ
ðEAþEBÞðEBþECÞðEAþECÞ ; ð6:2:22Þ

and using (6.2.21), the triple-dipole dispersion energy (6.2.18) can be

approximated as

DE � 3

256p3e30
aðA; 0ÞaðB; 0ÞaðC; 0Þ ½1þ 3cosuA cosuB cosuC�

a3b3c3
~E:

ð6:2:23Þ

6.3 RETARDED TRIPLE-DIPOLE DISPERSION POTENTIAL:
PERTURBATION THEORY

In the previous section, the Axilrod–Teller–Muto triple-dipole dispersion

energy shift was computed. Since the potentials coupling each of the

species were taken to be of the static dipolar variety, the effect of the finite

speed of propagation of light signals was not properly accounted for.

Including retardation effects will modify the form of the nonadditive inter-

action energy, aswas seen to occur in the comparison of theCasimir–Polder

energy shift with the London dispersion formula. In this section, the com-

putation of the retarded triple-dipole dispersion potential is carried out

using time-dependent perturbation theory. The calculation is similar to that

given byAxilrod andTeller, but instead of employing a static electric dipole

form of coupling as the perturbation operator, the electrodynamic multi-

polar coupling operator in electric dipole approximation is used as the

interaction Hamiltonian. Instead of employing third-order perturbation

theory, now the energy shift is calculated via the sixth-order term when the

interaction Hamiltonian is linear in the electric displacement field. Con-

siderable simplification of the calculation is found to occur if an effective

two-photon interaction Hamiltonian is employed instead of the usual

�e�1
0 ~mðxÞ �~d?ð~RxÞ form. This was also the case in the calculation of the

Casimir–Polder shift as shown in Section 5.4 and details applicable to the

present situation are given in the next section.
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As for the Axilrod–Teller calculation, the triple-dipole dispersion

potential is viewed as arising from the exchange of a single virtual photon

between A and B, between B and C, and between C and A. Again each

species undergoes two virtual photon emission/absorption events so that

each body can return by a downward transition to the ground electronic

state. The total Hamiltonian for the three-particle system, including the

effect of a radiation field, is given by

H ¼ HmolðAÞþHmolðBÞþHmolðCÞþHradþHintðAÞþHintðBÞþHintðCÞ:
ð6:3:1Þ

In the electric dipole approximation, the interaction Hamiltonian is of the

form

HintðxÞ ¼ �e�1
0 ~mðxÞ �~d?ð~RxÞ; ð6:3:2Þ

where~mðxÞ is the electric dipolemoment operator of species x¼A,B,C and

~d
?ð~rÞ is the transverse electric displacement field operator evaluated at the

field point~r. The leading term of the energy shift is of sixth order and is

calculated from

DE ¼ �
X
I�V

h0jHintjVihV jHintjIVihIV jHintjIIIihIIIjHintjIIihIIjHintjIihIjHintj0i
EV0EIV0EIII0EII0EI0

:

ð6:3:3Þ

Evaluation of the energy shift is facilitated by drawing Feynman diagrams

depicting the possible time orderings of the interaction vertices. The initial

and final states of the system are specified by

j0i ¼ jEA
0 ;E

B
0 ;E

C
0 ; 0ð~k1; l1Þ; 0ð~k2; l2Þ; 0ð~k3; l3Þi; ð6:3:4Þ

corresponding to all three species in the electronic ground state and the

radiation field in the vacuum state. For the present problem, 360 graphs

contribute to the 3-body interaction energy. One such graph corresponds to

the sequence in which virtual photon labeled 1 with mode characteristics

ð~k1; l1Þ is emitted byA and absorbed byB first of all followed byB emitting

a virtual photon denoted by 2 of mode ð~k2; l2Þ and which is absorbed by C
with finally the third virtual photon designated 3 and of mode ð~k3; l3Þ
emitted by C and absorbed by A. As before, let the intermediate states of A,

B, andC be labeled p, q, and r, respectively. Evaluating in the familiar way,
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the contribution to the energy shift due to this specific time ordering is

�
X

~k1;~k2;~k3

X
l1; l2; l3

X
p; q; r

�hck1
2e0V

 ! �hck2
2e0V

 ! �hck3
2e0V

 !
�e
ðl1Þ
i ð~k1Þeðl1Þk ð~k1Þ�eðl2Þl ð~k2Þ

� eðl2Þm ð~k2Þ�eðl3Þn ð~k3Þeðl3Þj ð~k3Þmp0i ðAÞm0pj ðAÞmq0k ðBÞm0ql ðBÞmr0m ðCÞ

� m0rn ðCÞei
~k1 � ð~RB�~RAÞei

~k2 � ð~RC�~RBÞei
~k3 � ð~RA�~RCÞ

� �ðEp0þ�hck1ÞðEp0þEq0ÞðEp0þ�hck2ÞðEp0þEr0ÞðEp0þ�hck3Þ
	�1

:

ð6:3:5Þ
The remaining 359 graphs may be computed similarly, noting that because

the labels on the virtual photons are arbitrary, they must be permuted also.

Defining the interatomic separation distance vectors ~a ¼ ~R
B�~RC

,

~b ¼ ~R
C�~RA

, and~c ¼ ~R
A�~RB

and carrying out the polarization sum, the

energy shift can be written as

DE¼�
X

~k1;~k2;~k3

X
p;q;r

�hck1
2e0V

 ! �hck2
2e0V

 ! �hck3
2e0V

 !
mp0i m0pj mq0k m0ql mr0mm

0r
n

�
�
dik�k̂

ð1Þ
i k̂

ð1Þ
k

��
dlm�k̂

ð2Þ
l k̂

ð2Þ
m

��
djn�k̂

ð3Þ
j k̂

ð3Þ
n

�
ei
~k1 �~aei

~k2 �~bei
~k3 �~c
X360
a¼1

D�1
a ;

ð6:3:6Þ
where D�1

a is the denominator associated with graph (a); the molecular

labels have been removed from the transition electric dipoles since the

intermediate-state labels are sufficient to identify each species and k̂
ðnÞ
i ,

n¼ 1, 2, 3 denotes the ith component of the unit wavevector of virtual
photon of mode n. Converting the wavevector sums to integrals and
performing the angular averages produces

DE ¼ �
X
p;q;r

�hc
4pe0

 !3
1

p3
mp0i m0pj mq0k m0ql mr0mm

0r
n

ð1
0

ð1
0

ð1
0

dk1dk2dk3

�
�
�~r2

dik þ ~ri
~rk

� sink1a
a

" # �
�~r2

dlm þ ~rl
~rm

� sink2b
b

" #

�
�
�~r2

djnþ ~rj
~rn

� sink3c
c

" #X360
a¼1

D�1
a : ð6:3:7Þ
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Performing orientational averages for each particle and carrying out the

wavevector integrals results in the following formula for the retarded

three-body energy shift (Power and Thirunamachandran, 1994),

DE ¼ � 1

64p4e30�h2c2
2

3

 !3X
p;q;r

j~m0pðAÞj2j~m0qðBÞj2j~m0rðCÞj2

� �~r2
dij þ~ri

~rj

� �a 1
a

�~r2
djkþ~rj

~rk

� �b 1
b

�~r2
dkiþ~rk

~ri

� �c 1
c

�

kq0kr0

k2q0�k2p0

� �
k2r0�k2p0

� � f kp0 aþbþ cð Þ� 	

þ kr0kp0

k2r0�k2q0

� �
k2p0�k2q0

� � f kq0 aþbþ cð Þ� 	

þ kp0kq0

k2p0�k2r0

� �
k2q0�k2r0

� � f �kr0 aþbþ cð Þ	

8>>>>>>>>>>>><
>>>>>>>>>>>>:

9>>>>>>>>>>>>=
>>>>>>>>>>>>;

;

ð6:3:8Þ

where

f ðxÞ ¼ ciðxÞ sinðxÞ�siðxÞ cosðxÞ; ð6:3:9Þ

and the superscripts on the gradient operators indicate the object on which

the operator acts. Before going on to discuss the implications of the re-

sult (6.3.8), its asymptotic limits, and specialization to particular geome-

tries, it is shown in the following section how the retarded triple-dipole

dispersion energy shift may be obtained with significantly less labor using

perturbation theory methods.

6.4 TRIPLE-DIPOLE DISPERSION ENERGY SHIFT
VIA CRAIG–POWER HAMILTONIAN

The three-body dispersion energy shift may be obtained in a relatively

facile manner using perturbation theory techniques by employing the

Craig–Power interaction Hamiltonian (Craig and Power, 1969) instead of

the coupling operator linear in the electric displacement field equa-

tion (6.3.2). Such a replacement was made in Section 5.4, where it was

shown that the perturbation operator quadratic in the electric displacement
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field allowed the far-zone 2-body dispersion potential to be evaluated by

summing over 2 time-ordered graphs instead of the 4 diagrams appropriate

at this limit obtained from the full set of 12 graphs with each of the

2 diagrams now containing an effective 2-photon interaction vertex at

each center. If the dynamic property of the electric dipole polarizability

is correctly accounted for, use of the Craig–Power coupling operator

�ð1=2e20Þaijðx; kÞd?
i ðx0Þd?

j ðx0Þ; x 6¼ x0 ¼ A;B leads to the Casimir–Polder

potential valid for all separation distances in the case of two interacting

bodies. Application of the effective 2-photon interaction Hamiltonian in the

perturbation theory calculation of the 3-body dispersion energy shift now

involves summation over only 6 diagrams rather than 360 (Passante et al.,

1998). Another major advantage gained by the use of collapsed two-photon

interaction vertices is that the order of perturbation theory required for the

calculation is now the third rather than the sixth. Details of the calculation

follow.

The total Hamiltonian for the three-particle system is again given

by (6.3.1), but the interaction Hamiltonian is of the form

HintðxÞ ¼ � 1

2e20

X
modes

aðx; kÞ~d?ð~Rx; x
0;~k; lÞ~d?ð~Rx; x

0;~k; lÞ; ð6:4:1Þ

where aðx; kÞ is the isotropic frequency dependent polarizability of species
x¼A,B,C and~d

?ð~Rx; x
0;~k; lÞ is the transverse electric displacement field

due to species x0; evaluated at the position of body x and ofmode ð~k; lÞ. The
initial and final states j0i are the same as (6.3.4), corresponding to all three

molecules in the ground state jEx
0i, with no virtual photons present.

Notation identical to that used in the previous section to denote excited

electronic states of each species and the mode characteristics of the three

virtual photons that are exchanged between any two of the three centers is

again adopted.

Permutations of the three two-photon coupling vertices—with one inter-

action operator acting at each site, results in six possible time orderings. As

before, the virtual photon exchanged between A and B is of mode ð~k1; l1Þ,
betweenB andC is of mode ð~k2; l2Þ, and that traversingA andC is of mode

ð~k3; l3Þ. In one time ordering, species A first emits spontaneously two

virtual photons. One of these is then absorbed by B, which then emits

spontaneously a virtual photon. The two virtual photons now in transit, that

emitted byA andB, are then finally absorbed byC. In a second diagram, two

virtual photon emission first occurs at B—one photon of mode ð~k1; l1Þ that
propagates to A and a second photon of mode ð~k2; l2Þ, which is first

absorbed by C, which then simultaneously emits a ð~k3; l3Þ mode virtual
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photon. Molecule A then finally absorbs the ð~k1; l1Þ and ð~k3; l3Þ mode

photons. In the third graph, species C first emits two virtual photons—of

modes ð~k2; l2Þ and ð~k3; l3Þ. Next, A absorbs the ð~k3; l3Þ photon and

simultaneously emits a ð~k1; l1Þ photon to B. Finally, B simultaneously

absorbs this virtual photon and the ð~k2; l2Þ photon first emitted by C.

The three remaining diagrams are obtained from the first three on reflection.

The contribution from the first graph described above is now evaluated.

Onmaking use of the interaction Hamiltonian (6.4.1), the product of the

electric displacement fields describing twodifferentmodes at the samefield

point~r, is

d?
i ð~r;~k; lÞd?

j ð~r;~k
0
; l0Þ ¼

X
~k ;~k

0

X
l; l0

�hcke0
2V

 !1=2 �hck0e0
2V

 !1=2

� �eðlÞi ð~kÞeðl0Þj ð~k 0ÞaðlÞð~kÞaðl0Þð~k 0Þeið~k þ~k
0Þ �~r

�e
ðlÞ
i ð~kÞ�eðl0Þj ð~k 0ÞaðlÞð~kÞa†ðl0Þð~k 0Þeið~k�~k

0Þ �~r

��eðlÞi ð~kÞeðl0Þj ð~k 0Þa†ðlÞð~kÞaðl0Þð~k 0Þe�ið~k�~k 0Þ �~r

þ�e
ðlÞ
i ð~kÞ�eðl0Þj ð~k 0Þa†ðlÞð~kÞa†ðl0Þð~k 0Þe�ið~k þ~k

0Þ �~r	;
ð6:4:2Þ

which when used in the expression for the third-order perturbation theory

energy shift (6.2.7), results in the contribution from the first time-ordered

graph described above being

� 1

2

 !3 X
~k1;~k2;~k3

X
l1; l2; l3

�hck1
2e0V

 ! �hck2
2e0V

 ! �hck3
2e0V

 !
aijðA; k1Þþ aijðA; k3Þ
� 	

� aklðB; k1Þþ aklðB; k2Þ½ �½amnðC; k2Þþ amnðC; k3Þ�

� �e
ðl1Þ
i ð~k1Þeðl1Þk ð~k1Þ�eðl2Þl ð~k2Þeðl2Þm ð~k2Þeðl3Þn ð~k3Þ�eðl3Þj ð~k3Þei~k1 � ð~RB�~RAÞ

� ei
~k2 � ð~RC�~RBÞei

~k3 � ð~RC�~RAÞ½ð�hck1 þ�hck3Þð�hck2þ�hck3Þ��1:

ð6:4:3Þ

The contributions from the other fivegraphsmay be computed similarly.On

using the definitions of the distance vectors~a,~b, and~c given in the previous
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section, the energy shift is

DE ¼ �
X

~k1;~k2;~k3

X
l1;l2; l3

�hck1k2k3
32e30V3

 !
aijðA;k1Þþ aijðA;k3Þ
� 	

� aklðB;k1Þþ aklðB;k2Þ½ �½amnðC;k2ÞþamnðC;k3Þ��eðl1Þi ð~k1Þ
� e

ðl1Þ
k ð~k1Þ�eðl2Þl ð~k2Þeðl2Þm ð~k2Þeðl3Þn ð~k3Þ�eðl3Þj ð~k3Þe�i~k1 �~ce�i~k2 �~aei

~k3 �~b

� 1

ðk1þk3Þðk2þk3Þ þ
1

ðk1þk2Þðk1þk3Þ þ
1

ðk2þk3Þðk1þk2Þ

" #
:

ð6:4:4Þ
Performing an orientational average using the relation

haijðAÞaklðBÞamnðCÞi ¼ haijðAÞihaklðBÞihamnðCÞi
¼ aðAÞaðBÞaðCÞdijdkldmn; ð6:4:5Þ

where a factor of 1/3 has been absorbed into each of the isotropic

polarizabilities, carrying out the polarization sums and converting the

summations over wavevector to integrals yields

DE ¼�
�hc
32e30

1

ð2pÞ9
ð
d3~k1d

3~k2d
3~k3

�
aðA;k1ÞþaðA;k3Þ

	

� �aðB;k1ÞþaðB;k2Þ
	�
aðC;k2ÞþaðC;k3Þ

	
k1k2k3 dij�k̂

ð1Þ
i k̂

ð1Þ
j

� �
� djk�k̂

ð2Þ
j k̂

ð2Þ
k

� �
dki�k̂

ð3Þ
k k̂

ð3Þ
i

� �
e�i~k1 �~ce�i~k2 �~aei

~k3 �~b

� 1

ðk1þk3Þðk2þk3Þ þ
1

ðk1þk2Þðk1þk3Þ þ
1

ðk2þk3Þðk1þk2Þ

" #
:

ð6:4:6Þ
Transforming to spherical polar coordinates via d3~k ¼ k2dkdW and

performing the angular integrations produces

DE¼�
�hc

256p6e30
�~r2

dijþ~ri
~rj

� �c
�~r2

djkþ~rj
~rk

� �a
�~r2

dkiþ~rk
~ri

� �b

� 1

abc

ð1
0

ð1
0

ð1
0

dk1dk2dk3sink1csink2asink3b
�
aðA;k1ÞþaðA;k3Þ
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��aðB;k1ÞþaðB;k2Þ
	
aðC;k2ÞþaðC;k3Þ
� 	

� 1

ðk1þk3Þðk2þk3Þþ
1

ðk1þk2Þðk1þk3Þþ
1

ðk2þk3Þðk1þk2Þ

" #
:

ð6:4:7Þ

Since each of the transitions from the ground state is purely virtual, the

transition energies or wavevectors appearing in the energy denominator

factor are all positive. To facilitate evaluation of the integrals, the wave-

vectors can be separated according to the following integral representation

in terms of the parameter u,

1

ðk1þk3Þðk2þk3Þþ
1

ðk1þk2Þðk1þk3Þþ
1

ðk2þk3Þðk1þk2Þ
� �

¼4k1k2k3

p

ð1
0

du

ðk21þu2Þðk22þu2Þðk23þu2Þ:

ð6:4:8Þ

Hence, (6.4.7) becomes

DE¼�
�hc

64p7e30
�~r2

dijþ~ri
~rj

� �c
�~r2

djkþ~rj
~rk

� �a
�~r2

dkiþ~rk
~ri

� �b

� 1

abc

ð1
0

ð1
0

ð1
0

ð1
0

dudk1dk2dk3k1k2k3sink1csink2asink3b

��aðA;k1ÞþaðA;k3Þ
	�
aðB;k1ÞþaðB;k2Þ

	
� aðC;k2ÞþaðC;k3Þ
� 	 1

ðk21þu2Þðk22þu2Þðk23þu2Þ :

ð6:4:9Þ

On noting that

k

k2þu2
¼1

2

1

kþ iu
þ 1

k�iu


 �
; ð6:4:10Þ
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the wavevector integrals may be evaluated using the result

ð1
0

dkaðkÞk sinkx
k2þu2

¼ 1

4i

ð1
�1

dkaðkÞeikx 1

kþ iu
þ 1

k�iu


 �
¼p
2
aðiuÞe�ux;

ð6:4:11Þ
where aðiuÞ is the isotropic polarizability at imaginary frequency icu.

Therefore, the energy shift is

DE¼�
�hc

64p4e30
�~r2

dijþ~ri
~rj

� �c
�~r2

djkþ~rj
~rk

� �a
�~r2

dkiþ~rk
~ri

� �b

� 1

abc

ð1
0

duaðA;iuÞaðB;iuÞaðC;iuÞe�ðaþbþcÞu:

ð6:4:12Þ

The interaction energy (6.4.12) holds for all separations a, b, and c beyond

overlap of charge distributions associated with the three isotropic bodies

A, B, andCwith arbitrary geometry. An alternative formmay bewritten on

evaluating the gradient operators (Power and Thirunamachandran, 1985).

Defining

CðxÞ¼1þxþx2 ð6:4:13aÞ
and

DðxÞ¼3þ3xþx2; ð6:4:13bÞ

expression (6.4.12) becomes

DE¼�
�hc

64p4e30

ð1
0

duaðA;iuÞaðB;iuÞaðC;iuÞe�ðaþbþcÞu 1

a3b3c3

���3CðauÞCðbuÞCðcuÞþCðauÞCðbuÞDðcuÞþCðbuÞCðcuÞDðauÞ
þCðcuÞCðauÞDðbuÞ�CðauÞDðbuÞDðcuÞðb̂� ĉÞ2

�CðbuÞDðcuÞDðauÞðĉ�âÞ2�CðcuÞDðauÞDðbuÞðâ�b̂Þ2

þDðauÞDðbuÞDðcuÞðb̂� ĉÞðĉ�âÞðâ�b̂Þ	:
ð6:4:14Þ
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Explicitly in terms of transition dipole moments, the energy shift is

DE¼� 1

16p4e30�h2c2
2

3

 !3X
p;q;r

kp0kq0kr0j~m0pðAÞj2j~m0qðBÞj2j~m0rðCÞj2

�½abcðaþbþcÞ��1½NIþNIIðb̂� ĉÞðĉ�âÞðâ�b̂ÞþNIIIðaÞðb̂� ĉÞ2

þNIIIðbÞðĉ�âÞ2þNIIIðcÞðâ�b̂Þ2�;
ð6:4:15Þ

where

Nx¼aþbþc

4a2b2c2

ð1
0

du
NxðuÞe�ðaþbþcÞu

ðk2p0þu2Þðk2q0þu2Þðk2r0þu2Þ; ð6:4:16Þ

NIðuÞ¼1

3

��9CðauÞCðbuÞCðcuÞþ3CðauÞCðbuÞDðcuÞ
þ3CðbuÞCðcuÞDðauÞþ3CðcuÞCðauÞDðbuÞ�CðauÞDðbuÞDðcuÞ
�CðbuÞDðcuÞDðauÞ�CðcuÞDðauÞDðbuÞ	;

ð6:4:17Þ

NIIðuÞ ¼1

3

�
3DðauÞDðbuÞDðcuÞ�2CðauÞDðbuÞDðcuÞ

�2CðbuÞDðcuÞDðauÞ�2CðcuÞDðauÞDðbuÞ	; ð6:4:18Þ

and

NIIIða;uÞ¼1

3

��2CðauÞDðbuÞDðcuÞþCðbuÞDðcuÞDðauÞ
þCðcuÞDðauÞDðbuÞ	; ð6:4:19Þ

for x¼ I;II;III. The asymptotic limits are readily obtained from the result

applicable for all separation distances. To obtain the far-zone asymptote, u2

in the denominator of (6.4.16) is discarded, from which it is seen that the

molecular part of (6.4.15) reduces to static isotropic polarizabilities. For an

equilateral triangle in which a¼ b¼ c¼R, the far-zone limit is (Aub and

Zienau,1960)

DEFZ¼ 24�79�hc
35pð4pe0Þ3R10

aðA;0ÞaðB;0ÞaðC;0Þ: ð6:4:20Þ
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For a linear arrangement of three bodies with 2a¼ 2b¼ c¼R, the potential

has the asymptotic form in the far zone

DEFZ¼� 93�hc
32p4e30R10

aðA;0ÞaðB;0ÞaðC;0Þ: ð6:4:21Þ

Both limits (6.4.20) and (6.4.21) exhibit an R�10 dependence. It is inter-

esting to note that the sign of the potential depends on the geometry.

At the other extreme, the displacements a, b, and c are all small relative to

characteristic transition wavelengths k�1
p0 ; k

�1
q0 , and k�1

r0 . Hence, the near-

zone potential is found by letting a,b,c! 0 in the integral (6.4.16). Making

use of the identity

I ¼
ð1
0

du

ðk2p0þ u2Þðk2q0 þ u2Þðk2r0þ u2Þ

¼ p
2

ðkp0 þ kq0 þ kr0Þ
ðkp0þ kq0Þðkq0þ kr0Þðkr0 þ kp0Þ

1

kp0kq0kr0
; ð6:4:22Þ

equations (6.4.17)–(6.4.19) reduce to

NI ¼ � 3ðaþ bþ cÞ
4a2b2c2

I; ð6:4:23Þ

NII ¼ 9ðaþ bþ cÞ
4a2b2c2

I; ð6:4:24Þ

and

NIII ¼ 0; ð6:4:25Þ
giving the near-zone result,

DENZ ¼ 3

2

�hc
ð4pe0Þ3

ðkp0 þ kq0þ kr0Þkp0kq0kr0
ðkp0þ kq0Þðkq0þ kr0Þðkr0þ kp0Þ aðA; 0ÞaðB; 0Þ

� aðC; 0Þ
h
1�3ðb̂ � ĉÞðĉ � âÞðâ � b̂Þ

i
a3b3c3

; ð6:4:26Þ

which is theAxilrod–Teller–Muto triple-dipoledispersionpotential derived

in Section 6.2. As expected, the form of the potential obtained via static
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multipolarcouplingcoincideswith thenear-zone limitof thegeneral formof

the retarded energy shift derived via quantum electrodynamical theory.

Finally, it is worth noting that the Casimir–Polder potential can be

written as

DE ¼ �
�hc

32p3e20
�~r2

dij þ ~ri
~rj

� �R
�~r2

dij þ ~ri
~rj

� �
�R

1

R�R

�
ð1
0

du aðA; iuÞaðB; iuÞe�uðRþ �RÞ; ð6:4:27Þ

with �R set equal to R after carrying out the differentiations. Compar-

ing (6.4.27) with the form of the retarded three-body dispersion poten-

tial (6.4.12), it is easy to see how a generalized formula may be written

down for the dispersion energy shift between N bodies. A derivation

of this result using the alternative response theory method is given in

Section 6.6.

6.5 TRIPLE-DIPOLE DISPERSION POTENTIAL VIA
CORRELATIONS OF THE DRESSED VACUUM FIELD

In this section, an alternative physical viewpoint and calculational method

are presented for the retarded three-body dispersion energy shift. It is

similar to the inducedmomentmethod introduced in the previous chapter to

calculate two-body dispersion forces between systems in both ground and

excited electronic states. In obtaining the Casimir–Polder potential using

that approach, the picture was one in which electric dipole moments were

induced at each center by correlations of vacuumfield fluctuations, with the

potential given by the expectation value over the ground state of the

quantum mechanical analogue of the expression for the classical interac-

tion energy of the correlated dipoles. In a variation to be given below, the

dressed spatial correlations of the zero-point field due to one atom are first

calculated, followed by the evaluation of the correlation of dipole moments

induced in two other atoms by this source dressed vacuum field, with the

three-body potential emanating from the coupling of these induced mo-

ments (Cirone and Passante, 1997). This technique will be seen to offer a

number of advantages over the conventional diagrammatic perturbation

theory computation presented in the previous two sections.

Consider an atomA, in thegroundelectronic state and locatedat~RA. In the

electric dipole approximation, the quantum electrodynamical multipolar
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Hamiltonian for such a system is

H ¼ HmolðAÞþHrad�e�1
0 ~mðAÞ �~d?ð~RAÞ; ð6:5:1Þ

where~mðAÞ is the electric dipole moment operator of species A and~d
?ð~rÞ

is the transverse electric displacement field operator. Correct to second

order in the interaction Hamiltonian—the third term on the right-hand

side of (6.5.1), the unnormalized perturbed wavefunction for the ground

state of the system (Power and Thirunamachandran, 1993a), commonly

termed a dressed state, is

j~0i ¼ j0; 0ð~k; lÞi� 1
�hc
X
p

X
~k ; l

h~k; l; pjHintj0; 0ð~k; lÞijp;~k; li
kþ kp0

þ 1
�hc

 !2X
p; p0

X
~k ; l

X
~k
0
; l0

� h~k 0
; l0;~k; l; p0jHintjp;~k; lih~k; l; pjHintj0; 0ð~k; lÞijp0;~k; l;~k 0

; l0i
ðkþ kp0Þðkþ k0 þ kp00Þ ;

ð6:5:2Þ
where j0; 0ð~k; lÞi ¼ j0ij0ð~k; lÞi represents the product state comprised of

unperturbedgroundstate of atomA, j0i andbarevacuumfield state, j0ð~k; lÞi;
with p and p0 denoting complete sets of energy levels of atom A. The dressed

state (6.5.2) is used to calculate the expectationvalueof the spatial correlation

function for twodifferingmodes of the electric displacement field denoted by
~k; l and~k

0
; l0 due to the presence of atom A. It is given by

h~0jd?
i ð~r;~k; lÞd?

j ð~r0;~k
0
; l0Þj~0i

¼ h0ð~k; lÞ; 0jd?
i ð~r;~k; lÞd?

j ð~r0;~k
0
; l0Þj0; 0ð~k; lÞi

þ 1

V2
kk0
X
p

m0ps ðAÞmp0t ðAÞeðlÞi ð~kÞ�eðlÞt ð~kÞeðl0Þj ð~k 0Þ�eðl0Þs ð~k 0Þ

�
(
e�i~k � ð~r�~RAÞei~k

0 � ð~r 0�~RAÞ

ðkþ kp0Þðk0 þ kp0Þ þ ei
~k � ð~r�~RAÞei~k

0 � ð~r 0�~RAÞ

ðkþ k0Þ

� 1

ðkþ kp0Þ þ
1

ðk0 þ kp0Þ

 !
þ c:c

)
:

ð6:5:3Þ
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The first term of (6.5.3) is the expectation value of the field-field spatial

correlation function over the unperturbed ground state of the system, namely,

thegroundstate of atomA and thevacuumstate of the electromagneticfield. It

is independent of species A and does not contribute to the three-body

dispersion potential. Its contribution is ignored henceforth.

To leading order, the moment induced in a polarizable body by an

electric displacement field is the electric dipole,

mindi ð~kÞ ¼ e�1
0 aðkÞd?

i ð~r;~k; lÞ; ð6:5:4Þ

where aðkÞ is the isotropic dynamic electric dipole polarizability. Con-

sider two other atoms B and C that are identical to A and both in their

ground electronic states and located at ~RB and ~RC, respectively. The

interaction energy between the electric dipole moments induced in atoms

B and C is

DEBC ¼
X
~k ; l

X
~k
0
; l0

h~0Ajmindi ðB;~kÞmindj ðC;~k 0Þj~0AiReVijðk; k0;~RB;~RCÞ

¼ e�2
0

X
~k ; l

X
~k
0
; l0

aðB; kÞaðC; k0Þh~0Ajd?
i ð~RB;~k; lÞd?

j ð~RC;~k
0
; l0Þj~0Ai

� ReVijðk; k0;~RB;~RCÞ; ð6:5:5Þ

where the expectation value is taken over the dressed state (6.5.2) and

implicitly depends on atom A. In expression (6.5.5), the two-wavevector

resonant dipole interaction tensor due to two oscillating dipoles has the

form

ReVijðk; k0;~R;~R0Þ ¼ � 1

4pe0

1

2
k3ReFijðkj~R�~R0jÞ þ k03ReFijðk0j~R�~R0jÞ
h i

;

ð6:5:6Þ
where

ReFijðkRÞ ¼Re
1

k3
�~r2

dijþ~ri
~rj

� �R eikR
R

¼ 1

k3
�~r2

dijþ~ri
~rj

� �R coskR
R

¼ dij�R̂iR̂j

� coskR
kR

� dij�3R̂iR̂j

�  sinkR

k2R2
þ coskR

k3R3

 !( )
:

ð6:5:7Þ
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Substituting (6.5.3) and (6.5.6) into (6.5.5) produces, for isotropic source

atom A,

DEBC ¼ � 1

3� 24p5e30

X
p

j~m0pðAÞj2
ð1
0

ð1
0

dkdk0k3k03aðB;kÞaðC;k0Þ

��k3ReFijðkaÞþk03ReFijðk0aÞ
	
ImFikðkcÞImFjkðk0bÞ

� 1

ðkþkp0Þðk0 þkp0Þ þ
1

ðkþkp0Þðkþk0Þ þ
1

ðk0 þkp0Þðkþk0Þ

" #
;

ð6:5:8Þ
after performing polarization sums and angular averages, where

ImFij kRð Þ¼ Im
1

k3
�~r2

dijþ~ri
~rj

� �R eikR
R

¼ 1

k3
�~r2

dijþ~ri
~rj

� �R sinkR
R

¼ dij�R̂iR̂j

� sinkR
kR

þ dij�3R̂iR̂j

�  coskR

k2R2
�sinkR

k3R3

 !( )
:

ð6:5:9Þ
In expression (6.5.8), the familiar lengths a¼ j~RB�~RCj, b¼ j~RC�~RAj, and
c¼ j~RB�~RAj have been reintroduced. It should be noted that including

the contribution from the first term of (6.5.3), simply gives rise to the

Casimir–Polder potential between atoms B and C as demonstrated in

Section 5.8. To evaluate one of the wavevector integrals in (6.5.8), the

wavevector partial fractions are rewritten as

1

ðkþkp0Þðk0 þkp0Þ þ
1

ðkþkp0Þðkþk0Þ þ
1

ðk0 þkp0Þðkþk0Þ

¼ 1

kþkp0

1

ðkþk0Þ�
PV

ðk�k0Þ

 �

þ 1

k0þkp0

1

ðkþk0Þ�
PV

ðk0�kÞ

 �

;

ð6:5:10Þ
where PV denotes the principal value. Inserting (6.5.10) into (6.5.8) and

using (6.5.7) and (6.5.9), DEBC becomes

DEBC ¼� 1

3� 25p5e30
�~r2

dijþ~ri
~rj

� �a 1
a

�~r2
djkþ~rj

~rk

� �b 1
b

� �~r2
dkiþ~rk

~ri

� �c 1
c
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�
X
p

j~m0pðAÞj2

ð1
0

dk0aðC;k0Þ sink0b

�
ð1
0

dkaðB;kÞ�sinkðcþaÞþsinkðc�aÞ	

þ
ð1
0

dkaðB;kÞ sinkc

�
ð1
0

dk0aðC;k0Þ�sink0ðbþaÞþ sink0ðb�aÞ	

8>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>>>>>>>>;

� 1

kþkp0

1

ðkþk0Þ�
PV

ðk�k0Þ

 !
þ 1

k0þkp0

1

ðkþk0Þ�
PV

ðk0�kÞ

 !" #
:

ð6:5:11Þ

One type of integral occurring in (6.5.11)may be evaluated in the complex

plane on making use of aðx; kÞ ¼ aðx;�kÞ; and yields

ð1
0

aðx; kÞ sin kx 1

kþ k0
� PV

k0�k


 �
dk ¼ PV

ð1
�1

dkaðx; kÞ sin kx
kþ k0

¼ p sgnðxÞaðx; k0Þ cos k0x;
ð6:5:12Þ

where sgnðxÞ is the signum of x. Substituting (6.5.12) into (6.5.11)

produces integrals of the type

ð1
0

dk
aðB; kÞaðC; kÞ sin kx

kþ kp0

¼ 1

2i

ð1
0

dk
aðB; kÞaðC; kÞeikx

kþ kp0
�
ð1
0

dk
aðB; kÞaðC; kÞe�ikx

kþ kp0

8<
:

9=
;:

ð6:5:13Þ
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This may also be evaluated in the complex plane by inserting k¼ iu in the

first integral and k¼�iu in the second, for x> 0, to giveð1
0

dk
aðB; kÞaðC; kÞeikx

kþ kp0
�
ð1
0

dk
aðB; kÞaðC; kÞe�ikx

kþ kp0

¼ i

ð1
0

du
aðB; iuÞaðC; iuÞe�ux

kp0þ iu
�i

ð1
0

du
aðB; iuÞaðC; iuÞe�ux

kp0�iu
;

ð6:5:14Þ
with the x< 0 case evaluated similarly. Integral expression (6.5.13)

therefore becomesð1
0

dk
aðB; kÞaðC; kÞ sin kx

kþ kp0
¼ sgnðxÞkp0

ð1
0

du
aðB; iuÞaðC; iuÞe�ujxj

k2p0 þ u2
;

ð6:5:15Þ
where in the last two relations aðx; iuÞ is the isotropic polarizability of species
x at the imaginary frequency icu. Energy shift expression (6.5.11) becomes

DEBC ¼�
�hc

256p4e30
�~r2

dijþ~ri
~rj

� �a 1
a

�~r2
djkþ~rj

~rk

� �b 1
b

� �~r2
dkiþ~rk

~ri

� �c 1
c

�

2

ð1
0

duaðA; iuÞaðB; iuÞaðC; iuÞe�uðaþbþcÞ

þ 1þ 1

2
sgnðb�aÞþ 1

2
sgnðc�aÞ

" #

�
ð1
0

duaðA; iuÞaðB; iuÞaðC; iuÞe�uðbþc�aÞ

þ 1

2
sgnðb�aÞ�1

2

" #ð1
0

duaðA; iuÞaðB; iuÞaðC; iuÞe�uðaþc�bÞ

þ 1

2
sgnðc�aÞ�1

2

" #ð1
0

duaðA; iuÞaðB; iuÞaðC; iuÞe�uðaþb�cÞ

8>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>>>>>>>>>>>>;

:

ð6:5:16Þ
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Because the three atoms are identical, permutation of the atom labels

along with separation distance vectors readily generates contributions to

the three-body energy shift from the interaction of atoms A and C in the

presence of B, DEAC, which is obtained from (6.5.16) on changing B to A

and b to a and from the interaction between A and B in the presence of C,

DEBA, which follows from (6.5.16) on changing C to A and c to a. The

overall three-body dispersion potential is finally arrived at by averaging out

the three contributions described above and accounting for all possible

pairings giving

DE¼ 2

3
ðDEABþDEBCþDECAÞ

¼�
�hc

64p4e30
�~r2

dijþ~ri
~rj

� �a
�~r2

djkþ~rj
~rk

� �b
�~r2

dkiþ~rk
~ri

� �c

� 1

abc

ð1
0

duaðA; iuÞaðB; iuÞaðC; iuÞe�ðaþbþcÞu;

ð6:5:17Þ

in agreement with result (6.4.12).

6.6 N-BODY DISPERSION POTENTIAL

A physically transparent and calculationally efficient method for the

evaluation of the dispersion interaction due to N neutral polarizable

molecules is response theory (Power and Thirunamachandran, 1985). The

computation is a generalization of the approach presented in Section 5.7,

where the response of one species through its dynamic electric dipole

polarizability to the electric displacement field of a second sourcemolecule

was shown to lead to the Casimir–Polder potential. In the present case, the

time-dependent Maxwell field operators for a collection of molecules is

calculated, fromwhich the response of one molecule to the fields produced

by all of the others is then evaluated, leading directly to the N-body energy

shift.

A characteristic of the response formalism is that molecules couple to

the field via their frequency dependent polarizability. A convenient

starting point in the calculation of the many-body interaction energy is
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the Craig– Power form of the Hamiltonian density,

H ¼ H rad þ
XN
x¼1

H intðxÞ

¼ 1

2e0

�
~d
?2ð~rÞþ e20c

2~b
2ð~rÞ

�
� 1

2e20

XN
x¼1

aijðx; kÞd?
i ð~rÞd?

j ð~rÞdð~r�~RxÞ;

ð6:6:1Þ
which is appropriate for the situation in which the molecules are con-

sidered sources of the radiation field. The electromagnetic fields them-

selves must, of course, satisfy Maxwell operator equations. The first two

microscopic Maxwell equations are clearly obeyed since the dynamical

fields—electric displacement and magnetic—are purely transverse.

Meanwhile, use of the transverse vector potential as the canonical field

variable ensures that the third Maxwell equation is satisfied. Finally, the

fourth Maxwell equation is obtained from (6.6.1) as follows. Variation of

the Hamiltonian density with the vector potential yields the negative time

derivative of the conjugate momentum field, as in

_~Pð~rÞ ¼ � qH
q~að~rÞ ¼ �e0c2~r� ~r�~að~rÞ: ð6:6:2Þ

Noting that in the multipolar framework ~Pð~rÞ ¼ �~d?ð~rÞ (equation

(1.7.5)) and~b ¼ ~r�~að~rÞ, it is seen that

~r�~bð~rÞ ¼ 1

e0c2
q
qt
~d
?ð~rÞ; ð6:6:3Þ

which is a special case of equation (1.6.34) applicable when spatial

variation of the vector potential is neglected. Similarly, variation of H
with respect to ~Pð~rÞ results in

_~að~rÞ ¼ qH

q~Pð~rÞ ¼ �e�1
0
~d
?ð~rÞþ e�1

0

XN
x¼1

~aðx; kÞ �~d?ð~rÞdð~r�~RxÞ: ð6:6:4Þ

Recalling that _~að~rÞ ¼ �~e?ð~rÞ, relation (6.6.4) can be written as

~e?ð~rÞ ¼ e�1
0

~1�
XN
x¼1

~aðx; kÞdð~r�~RxÞ
" #

�~d?ð~rÞ: ð6:6:5Þ
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Defining the transverse polarization field distribution,~p?ð~rÞ, in terms of

the electric dipole polarizability

~p?ð~rÞ ¼
XN
x¼1

~aðx; kÞ �~d?ð~rÞdð~r�~RxÞ; ð6:6:6Þ

the constitutive relation between fields~e?ð~rÞ and ~d?ð~rÞ is obtained,

~d
?ð~rÞ ¼ e0~e

?ð~rÞþ~p?ð~rÞ: ð6:6:7Þ
The next step is to derive the homogeneous equations for the components

of the electric displacement field in terms of the sources. Evaluating the

time derivative of (6.6.7) and substituting in (6.6.3) produces

~r�~bð~rÞ ¼ 1

c2
q~e?ð~rÞ
qt

þ 1

e0c2
q
qt
~p?ð~rÞ ¼ 1

e0c2
q
qt
~d
?ð~rÞ: ð6:6:8Þ

Effecting the vector cross product operator twice on (6.6.7) and using the

third microscopic Maxwell equation ~r�~e?ð~rÞ ¼ �ðq=qtÞ~bð~rÞ yields

~r� ~r�~d
?ð~rÞ ¼ �e0

q
qt

~r�~bð~rÞ
� �

þ ~r� ~r�~p?ð~rÞ; ð6:6:9Þ

where the order of temporal and spatial derivatives has been interchanged

in achieving the first term on the right-hand side of the last equation.

Inserting (6.6.3) for ~r�~bð~rÞ, employing the identity

~r� ~r� ¼ �~r2 þ ~r~r � ; ð6:6:10Þ
and noting that the divergence of the transverse displacement field

vanishes outside the sources for a neutral system, (6.6.9) produces the

following for the wave equation for the displacement field,

~r2� 1

c2
q2

qt2


 �
~d
?ð~rÞ ¼ �~r� ~r�~p?ð~rÞ; ð6:6:11Þ

or, explicitly in terms of the polarization field (6.6.6),

~r2� 1

c2
q2

qt2


 �
d?
p ð~rÞ ¼ �

XN
x¼1

aijðx; kÞelmpejmn
~rl

~rnd
?
i ð~rÞdð~r�~RxÞ:

ð6:6:12Þ
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To proceed further, the transverse displacement field is expanded as a sum

of normal modes,

d?
p ð~rÞ ¼ i

X
~k ;l

�hcke0
2V


 �1=2
eðlÞq ð~kÞFpqð~k;~rÞað0Þe�iot�H:C:
n o

; ð6:6:13Þ

where að0Þ is the initial time boson annihilation operator and H.C. is the

Hermitian conjugate. In the absence of sources, the mode function for the

free radiation field is of the form

Fð0Þ
pq ð~k;~rÞ ¼ dpqei

~k �~r : ð6:6:14Þ
Inserting (6.6.14) into (6.6.12), for the spatial part of the mode function

~r2þk2
� �

Fpqð~k;~rÞ ¼ �
XN
x¼1

aijðx;kÞ �~r2
djpþ~rj

~rp

� �
Fiqð~k;~rÞdð~r�~RxÞ:

ð6:6:15Þ
Solutions to (6.6.15) may be obtained via Fourier transformation. Both

sides of the last relation are multiplied by ei~p �~r on the left and integrated

over all space to yield

ð2pÞ3ð�p2þk2ÞGpqð~k;~pÞ ¼ �
XN
x¼1

aijðx;kÞðp2djp�pjppÞei~p �~RxFiqð~k;~RxÞ;

ð6:6:16Þ
where

Gpqð~k;~pÞ ¼ 1

ð2pÞ3
ð1

�1
ei~p �~rFpqð~k;~rÞd3~r: ð6:6:17Þ

The inverse of (6.6.17) is

Fpqð~k;~rÞ ¼ F
ð0Þ
pq ð~k;~rÞþ 1

ð2pÞ3
XN
x¼1

ð1
�1

ðp2djp�pjppÞ
p2�k2

e�i~p � ð~r�~RxÞ

�aijðx;kÞFiqð~k;~RxÞd3~p

¼ Fð0Þ
pq ð~k;~rÞþ

1

ð2pÞ3 �~r2
djpþ~rj

~rp

� �

�
XN
x¼1

ð1
�1

e�i~p � ð~r�~RxÞ

p2�k2
aijðx;kÞFiqð~k;~RxÞd3~p: ð6:6:18Þ
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Since (6.6.14) is an appropriate solution for the free field situation, it

makes sense to adopt it as the complementary function. Performing the

angular average using

1

4p

ð
e�i~p � ð~r�~RxÞdW¼ 1

2ip

1

j~r�~Rxj
ðeipj~r�~Rxj�e�ipj~r�~RxjÞ; ð6:6:19Þ

and carrying out the p-integral on (6.6.18) with the pole displaced to favor

outgoing waves gives

Fpqð~k;~rÞ¼Fð0Þ
pq ð~k;~rÞþ

1

4p

XN
x¼1

aijðx;kÞ �~r2
djpþ~rj

~rp

� �eikj~r�~Rxj

j~r�~Rxj
Fiqð~k;~RxÞ:

ð6:6:20Þ

Higher order terms of the mode function dependent on increasing powers

of the polarizability may therefore be obtained on iteration,

Fpq ¼ Fð0Þ
pq þFð1Þ

pq þ � � � ; ð6:6:21Þ

with

Fðnþ1Þ
pq ð~k;~rÞ¼

XN
x¼1

1

4p


 �N�1

aijðx;kÞ �~r2
djpþ~rj

~rp

� �eikj~r�~Rxj

j~r�~Rxj
F
ðnÞ
iq ð~k;~RxÞ:

ð6:6:22Þ

The series expansion for the electric displacement field is then obtained on

substituting (6.6.22) into (6.6.13).

The response of each molecule taken in turn, to the field of all of the

others gives an expression from which the N-body energy shift may be

found. It is given by

DE ¼ � 1

2NeNþ 1
0

X
P

ai1j1ðP1; kÞh0jd?
i1
ð~Rp1Þd?

j1
ð~Rp2Þj0i; ð6:6:23Þ

where the ground-state polarizability appears and the expectation value

of the product of radiation fields is taken over the vacuum state of the

electromagnetic field. In formula (6.6.23),
P

P denotes the summations
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over all permutations corresponding to

P � 1 2 3 . . . N

P1 P2 P3 . . . PN

� �
; ð6:6:24Þ

where in the top line, the objects to be permuted are written in their natural

order, while the bottom line signifies the order that results on carrying out

the prescribed permutation (Wigner, 1959). Substituting for the dis-

placement field from (6.6.13) and executing the polarization sum, (6.6.23)

becomes

DE¼� 1

2NeN0

X
P

X
~k

�hck
2V

 !
ai1j1 P1;kð Þ drs�k̂rk̂s

� �
Fi1r

~k;~RP1

� �
�Fj1s

~k;~RP1

� �

¼� 1

2Ne0

1

4pe0

 !N�1X
P

X
~k

�hck
2V

 !
ai1j1 P1;kð Þ drs�k̂rk̂s

� �

�
XN�1

n¼0

F
ðnÞ
i1r
ð~k;~RP1

Þ�FðN�n�1Þ
j1s

ð~k;~RP1
Þ; ð6:6:25Þ

where in the second line, summation over n is carried out of the product ofF

functions to ensure that the polarizability of each molecule appears only

once as necessitated by the final form of the expression for the N-body

energy shift. Let

g iajbðkÞ ¼ �~r2
diajb þ ~ria

~rjb

� � eikRPaPb

RPaPb

; ð6:6:26Þ

where the gradients act on RPaPb
¼ j~RPb

�~RPa
j. With the relevant effective

contributions to F
ðnÞ
i1r
ð~k;~Rp1Þ and �F

ðN�n�1Þ
j1s

ð~k;~Rp1Þ being given by

Yn
a¼1

aiaþ 1jaþ 1
ðPaþ 1; kÞg iajaþ 1

ðkÞFð0Þ
inþ 1r

ð~k;~RPnþ 1
Þ; ð6:6:27Þ

and

YN�1

a¼nþ 1

aiaþ 1jaþ 1
ðPaþ 1; kÞ�g iaþ 1jaþ 2

ðkÞ�Fð0Þ
jnþ 2s

ð~k;~RPnþ 2
Þ; ð6:6:28Þ
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respectively, where jNþ 1 ¼ j1, the energy shift from (6.6.25) is

DE ¼ � 1

2Ne0

1

4pe0

 !N�1X
P

X
~k

�hck
2V

 !
ai1j1ðP1; kÞðdrs�k̂rk̂sÞ

�
XN�1

n¼0

F
ð0Þ
inþ 1r

ð~k;~RPnþ 1
Þ�Fð0Þ

jnþ 2s
ð~k;~RPnþ 2

Þ

�
Yn
a¼1

YN�1

b¼nþ 1

aiaþ 1jaþ 1
ðPaþ 1; kÞaibþ 1jbþ 1

ðPbþ 1; kÞg iajaþ 1
ðkÞ�g ibþ 1jbþ 2

ðkÞ:

ð6:6:29Þ
Inserting the zeroth-order mode function from (6.6.14), converting the

mode sum to an integral and performing the angular average produces

DE¼� 1

2N

1

4pe0

 !N �hc
p

X
P

XN�1

n¼0

�~r2
dinþ 1jnþ2

þ~rinþ 1
~rjnþ 2

� �

�
ð1
0

dkai1j1ðP1;kÞ sin kRPnþ 1Pnþ 2

RPnþ 1Pnþ 2

�
Yn
a¼1

YN�1

b¼nþ1

aiaþ 1jaþ 1
ðPaþ 1;kÞaibþ 1jbþ1

ðPbþ 1;kÞg iajaþ 1
ðkÞ�g ibþ1jbþ 2

ðkÞ:

ð6:6:30Þ
Making use of the fact that

�~r2
dinþ1jnþ2

þ~rinþ1
~rjnþ2

� �sinkRPnþ1Pnþ2

RPnþ1Pnþ2

¼ 1

2i

�
g inþ1jnþ2

ðkÞ��g inþ1jnþ2
ðkÞ
�
;

ð6:6:31Þ
(6.6.30) becomes

DE¼� 1

2N

1

4pe0

 !N �hc
2pi

X
P

ð1
0

dkai1j1ðP1;kÞai2j2ðP2;kÞ:::aiN jN ðPN ;kÞ

� ½g i1j2ðkÞg i2j3ðkÞ:::g iN j1ðkÞ��g i1j2ðkÞ�g i2j3ðkÞ:::�g iN j1ðkÞ�:
ð6:6:32Þ

Inserting the g ijðkÞ tensor from (6.6.26) and converting the integral over

k to an imaginary wavevector k¼	 iu, the dispersion energy shift between
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N bodies can be written as

DEðNÞ¼�
�hc
2pN

 !
1

4pe0

 !NX
P

�~r2
di1j2þ~ri1

~rj2

� �RP1P2 1

RP1P2

� �~r2
di2j3þ~ri2

~rj3

� �RP2P3 1

RP2P3

���

� �~r2
diN j1þ~riN

~rj1

� �RPNP1 1

RPNP1

�
ð1
0

duai1j1ðP1;iuÞai2j2ðP2;iuÞ...aiN jN ðPN ;iuÞe�uðRP1P2
þRP2P3

þ���RPNP1
Þ:

ð6:6:33Þ
This result holds for N molecules with anisotropic polarizabilities for all

pair separation distance permutations beyond the region of overlap of

electronic charge distributions.

From the general formula (6.6.33), it is a simple matter to extract results

for N¼ 2 and 3 and compare with previously obtained formulas. For the

pair interaction energy,

DEð2Þ ¼ �
�hc
4p

 !
1

16p2e20

 !X
P

�~r2
di1j2 þ ~ri1

~rj2

� �RP1P2 1

RP1P2

� �~r2
di2j1 þ ~ri2

~rj1

� �RP2P1 1

RP2P1

�
ð1
0

duai1j1ðP1; iuÞai2j2ðP2; iuÞe�uðRP1P2
þRP2P1

Þ; ð6:6:34Þ

which is identical to the Casimir–Polder potential (6.4.27) once the sum

over permutations in (6.6.34) is carried out, which introduces a factor of 2!.

Similarly, for the three-body energy shift,

DEð3Þ¼ �
�hc
6p

 !
1

4pe0

 !3X
P

�~r2
di1j2 þ ~ri1

~rj2

� �RP1P2 1

RP1P2

�ð�~r2
di2j3 þ ~ri2

~rj3ÞRP2P3
1

RP2P3

�~r2
di3j1 þ ~ri3

~rj1

� �RP3P1 1

RP3P1

�
ð1
0

duai1j1ðP1; iuÞai2j2ðP2; iuÞai3j3ðP3; iuÞe�uðRP1P2
þRP2P3

þRP3P1
Þ;

ð6:6:35Þ
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which is seen to be equivalent to the expression derived in Section 6.4 for

the retarded triple-dipole dispersion potential and given by equa-

tion (6.4.12), once a factor of 3! is accounted for on performing the sum

over permutations in (6.6.35), where a ¼ j~R2�~R3j, b ¼ j~R3�~R1j, and
c ¼ j~R1�~R2j.

The form of the asymptotic N-body dispersion potentials is easily

obtained from the result applicable to all ranges of pair intermolecular

separation distance (6.6.33). In the far-zone limit, all separations are much

larger than characteristic reduced transition wavelengths. Hence, the polar-

izabilities are all static and independent of u and they can be factored

outside of the integral. The resulting u-integral is elementary, leading to the

result

DEðNÞ
FZ ¼ �

�hc
2pN

 !
1

4pe0

 !NX
P

ai1j1ðP1; 0Þai2j2ðP2; 0Þ . . . aiN jN ðPN ; 0Þ

� �~r2
di1j2 þ ~ri1

~rj2

� �RP1P2

� �~r2
di2j3 þ ~ri2

~rj3

� �RP2P3

. . . �~r2
diN j1 þ ~riN

~rj1

� �RPNP1

� 1

RP1P2
RP2P3

. . .RPNP1
ðRP1P2

þRP2P3
þ � � � þRPNP1

Þ ;

ð6:6:36Þ

or in terms of the displacements a, b, c, and so on,

DEðNÞ
FZ ¼ �

�hc
2pN

 !
1

4pe0

 !NX
P

ai1j1ðP1; 0Þai2j2ðP2; 0Þ . . . aiN jN ðPN ; 0Þ

� �~r2
di1j2 þ ~ri1

~rj2

� �a
�~r2

di2j3 þ ~ri2
~rj3

� �b
� �~r2

di3j4 þ ~ri3
~rj4

� �c
� � � �~r2

diN j1 þ ~riN
~rj1

� �n
� � �

� 1

abc . . . nðaþ bþ cþ � � � þ nÞ : ð6:6:37Þ

At the opposite extreme, the separation distances are very much less than

molecular transition wavelengths. Setting the exponential in (6.6.33) to
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unity leads to

DEðNÞ
NZ ¼�

�hc
2pN

 !
1

4pe0

 !NX
P

�~r2
di1j2 þ~ri1

~rj2

� �RP1P2

� �~r2
di2j3 þ~ri2

~rj3

� �RP2P3

. . . �~r2
diN j1 þ~riN

~rj1

� �RPNP1

� 1

RP1P2
RP2P3

. . .RPNP1

ð1
0

du ai1j1ðP1; iuÞai2j2ðP2; iuÞ . . .aiN jN ðPN ; iuÞ;

ð6:6:38Þ

which can be written as

DEðNÞ
NZ ¼�ð�1ÞN

�hc
2pN

 !
1

4pe0

 !NX
P

ðdi1j2�3âi1 âj2Þ

� ðdi2j3�3b̂i2 b̂j3Þ � � �
1

a3b3 . . .

�
ð1
0

du ai1j1ðP1; iuÞai2j2ðP2; iuÞ . . .aiN jN ðPN ; iuÞ; ð6:6:39Þ

which is the N-body generalization of the Axilrod–Teller result. The long-

and short-range forms of the energy shift for N¼ 2 and 3, obtained from

limits (6.6.37) and (6.6.39), agree with formulas derived from explicit

evaluation of the pair and three-body potential valid for all separations.

6.7 FOUR-BODY RETARDED DISPERSION POTENTIAL

In the previous section, a general formula was obtained for the retarded

N-body dispersion interaction energy by calculating the response of one

molecule at a time to the electric displacement field produced by the

remaining N� 1 atoms or molecules. Expressions for N-body dispersion

potentials applicable at short- and long-range asymptotic limits were

readily extracted and all three formulas were tested for N¼ 2 and 3 and

found to agree with results derived directly for two and three interacting

bodies. In this section, the general formula is applied to calculate the

quantum electrodynamical dispersion potential between four bodies
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(Power and Thirunamachandran, 1994) by inserting N¼ 4 into formu-

la (6.6.33). This produces the energy shift expression

DE ¼ �
�hc
16p

 !
1

4pe0

 !4X
P

�~r2
di1j2 þ ~ri1

~rj2

� �RP1P2 1

RP1P2

� �~r2
di2j3 þ ~ri2

~rj3

� �RP2P3 1

RP2P3

�~r2
di3j4 þ ~ri3

~rj4

� �RP3P4 1

RP3P4

� �~r2
di4j1 þ ~ri4

~rj1

� �RP4P1 1

RP4P1

�
ð1
0

duai1j1ðP1; iuÞai2j2ðP2; iuÞai3j3ðP3; iuÞai4j4ðP4; iuÞ

�e�uðRP1P2
þRP2P3

þRP3P4
þRP4P1

Þ:
ð6:7:1Þ

From the general formula applicable to N bodies in mutual interaction,

it is seen that there are N!/(2N) distinct contributions, the denominator

arising when cyclic permutations and reversals are not distinguished in the

ordering of particles. It is convenient to label the distinct contributions in

such a case by defining a class as containing an ordering given by the ratio

above and differing only by cyclic permutations and reverse ordering. For

four bodies A, B, C, and D, there are three classes that are labeled ABCD,

ABDC, and ACBD. These three groups, along with the cyclic and reverse

ordering associated with them, comprise the full set of 4!¼ 24 possible

permutations of the four bodies. The three orderings listed above form the

representative labels of the three classes. Let the six displacements between

the four species be defined according to c ¼ j~RB�~RAj, a ¼ j~RC�~RBj,
b ¼ j~RA�~RCj, d ¼ j~RA�~RDj, e ¼ j~RB�~RDj, and f ¼ j~RC�~RDj. For the

three classes ABCD, ABDC, and ACBD, the ordered interobject dis-

tances are (c, a, f, d) (i.e., A!B¼ c, B!C¼ a, C!D¼ f, and D!A¼ d ),

(c, e, f, b), and (b, a, e, d), respectively.

In the far zone, the potential from equation (6.6.37) after orientational

averaging is given by

DEFZ ¼ �
�hc
p


 �
1

4pe0


 �4

aðA; 0ÞaðB; 0ÞaðC; 0ÞaðD; 0Þ

� DðcafdÞþDðcefbÞþDðbaedÞ½ �; ð6:7:2Þ
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where the geometric factors are defined by

DðabcdÞ ¼ �~r2
dij þ ~ri

~rj

� �a
�~r2

djk þ ~rj
~rk

� �b
�~r2

dkl þ ~rk
~rl

� �c
� �~r2

dli þ ~rl
~ri

� �d 1

abcdðaþ bþ cþ dÞ : ð6:7:3Þ

For an arrangement in which the four bodies are located at the corners of

a regular tetrahedron with side length R, the dispersion potential in the far

zone is

DEFZ¼�
�hc
pR13


 �
1

4pe0


 �4
3�41�2689

215


 �
aðA;0ÞaðB;0ÞaðC;0ÞaðD;0Þ;

ð6:7:4Þ

exhibiting an inverse thirteenth power dependence on separation distance.

On the other hand, in the near zone, the potential takes the form

DENZ ¼ �
�hc
p


 �
1

4pe0


 �4

FðcafdÞþFðcefbÞþFðbaedÞ½ �

�
ð1
0

duaðA; iuÞaðB; iuÞaðC; iuÞaðD; iuÞ; ð6:7:5Þ

where

FðabcdÞ ¼ �~r2
dij þ ~ri

~rj

� �a
�~r2

djk þ ~rj
~rk

� �b
�~r2

dkl þ ~rk
~rl

� �c
� �~r2

dli þ ~rl
~ri

� �d 1
d

¼ 3

a3b3c3d3

�4þ 3½ðâ � b̂Þ2 þðâ � ĉÞ2 þðâ � d̂Þ2

þðb̂ � ĉÞ2þðb̂ � d̂Þ2þðĉ � d̂Þ2�
�9½ðb̂ � ĉÞðĉ � d̂Þðd̂ � b̂Þþ ðĉ � d̂Þðd̂ � âÞðâ � ĉÞ
þ ðâ � b̂Þðb̂ � d̂Þðd̂ � âÞþ ðb̂ � ĉÞðĉ � âÞðâ � b̂Þ
þ 27½ðâ � b̂Þðb̂ � ĉÞðĉ � d̂Þðd̂ � âÞ�

8>>>>>>>>>><
>>>>>>>>>>:

9>>>>>>>>>>=
>>>>>>>>>>;

ð6:7:6Þ
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and the molecular factor is

ð1
0

duaðA; iuÞaðB; iuÞaðC; iuÞaðD; iuÞ

¼ p
2

2

3�hc

 !4 X
p;q;r;s

j~mp0ðAÞj2j~mq0ðBÞj2j~mr0ðCÞj2j~ms0ðDÞj2

�

½ðkp0 þ kq0þ kr0þ ks0Þðkp0kq0þ kp0kr0þ kp0ks0 þ kq0kr0

þ kq0ks0þ kr0ks0Þ
�ðkp0kq0kr0þ kp0kq0ks0 þ kp0kr0ks0þ kq0kr0ks0Þ�
� ½ðkp0þ kq0Þðkp0þ kr0Þðkp0 þ ks0Þðkq0þ kr0Þ

� ðkq0 þ ks0Þðkr0 þ ks0Þ��1

8>>>>>>>>>><
>>>>>>>>>>:

9>>>>>>>>>>=
>>>>>>>>>>;
;

ð6:7:7Þ

with expression (6.7.5) the four-body equivalent of the Axilrod–Teller

triple-dipole dispersion potential.

6.8 THREE-BODY DISPERSION INTERACTION INVOLVING
ONE EXCITED MOLECULE

In Chapter 5, three different approaches were given for the calculation of

dispersion energy shifts between two molecules. Each of the methods

allowed for one or both of the interacting molecules to be in electronically

excited states although the degree of difficulty of the calculation varied

according to the viewpoint adopted even though the final results obtained

were the same in all cases. It was found that response theory and themethod

of induced moments greatly simplified the calculation of pair dispersion

potentials when real photon emission and absorption processes occur

in addition to transitions that are purely virtual in origin, as is the case

when one or both species is excited. Before going on to show how a

combination of the coupling of inducedmoments of two of the three bodies

to the displacement field of an excited third molecule leads straightfor-

wardly to the dispersion interaction between two ground-state molecules

and one excited-state molecule, a time-dependent perturbation theory

treatment is presented first (Power and Thirunamachandran, 1995b).
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6.8.1 Time-Dependent Perturbation Theory

In Section 5.6, diagrammatic time-dependent perturbation theory was used

to calculate the retarded two-body dispersion interaction between a ground-

state molecule and an electronically excited species. As for the calculation

between two ground-state molecules, the contribution from 12 time-

ordered graphs were summed over with care being taken to account for

emission of a real photon by the excited molecule when undergoing a

downward transition to a lower lying state. Thiswas dealt with by including

damping factors in the energy denominator products and including pole

contributions in addition to the principal value part of the integral over

photon wavevector. A similar approach is now carried out for three inter-

acting molecules, only one of which is excited.

Consider three neutral, nonpolar molecules A, B, and C situated at ~RA,
~RB, and~RC, respectively. Initially, let species A be in electronically excited

state jmi, while bothB andC are in the ground electronic state. Both upward

and downward transitions to an intermediate-state jpi are allowed in A,

while B and C both undergo upward transitions to excited-state jqi and jri,
respectively. In the electric dipole approximation of the multipolar Ha-

miltonian ofmolecular quantumelectrodynamics, the totalHamiltonian for

the system is given by

H ¼ HmolðAÞþHmolðBÞþHmolðCÞþHradþHint; ð6:8:1Þ
where the interaction Hamiltonian is written as

Hint ¼ �e�1
0

X
x¼A;B;C

~mðxÞ �~d?ð~RxÞ: ð6:8:2Þ

When this form of coupling Hamiltonian was adopted in Section 6.3 for the

computation of the triple-dipole dispersion potential between three ground-

state species, summation over contributions arising from 360 time orderings

were necessary. Considerable simplification of the calculation was achieved

by adopting an effective 2-photon interaction Hamiltonian at each center,

reducing the evaluation of the energy shift to summation over 12 diagrams.A

similar approach is taken in the present problem, with one important differ-

ence being that because A is excited, the linear in the electric displacement

field type of coupling Hamiltonian (6.8.2) is retained for molecule A. Thus,

Hint ¼ �e�1
0 ~mðAÞ �~d?ð~RAÞ� 1

2e20
aðBÞ~d?2ð~RBÞ� 1

2e20
aðCÞ~d?2ð~RCÞ:

ð6:8:3Þ
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With the use of this form of interaction Hamiltonian, the leading order of

perturbation theory necessary for evaluation of the energy shift is now no

longer the sixth but is the fourth. When time reversals are adumbrated, 24

possible time-ordered sequences may be drawn to represent the process. The

initial and final states of the system are written as

j0i ¼ jEA
m;E

B
0 ;E

C
0 ; 0ð~k1; l1Þ; 0ð~k2; l2Þ; 0ð~k3; l3Þi; ð6:8:4Þ

where, as for the ground-state case, the photon labeled by mode ð~k1; l1Þ is
exchanged betweenA andB, that characterized bymode ð~k2; l2Þ propagates
between B and C, while that denoted by ð~k3; l3Þ traverses between A and C.

Evaluating the individual contributions in the usualway and addinggives, for

three isotropic molecules, the expression

� 1

3

1

ð4pe0Þ3
X
p

j~mmpðAÞj2 �~r2
dij þ ~ri

~rj

� �a 1
a

�~r2
djk þ ~rj

~rk

� �b 1
b

� �~r2
dki þ ~rk

~ri

� �c 1
c

� 1

p3

ð
aðB; kÞaðC; kÞsin k2a sin k3b sin k1c

Xxii
g¼i

D�1
g dk1dk2dk3 þ c:c:;

ð6:8:5Þ

wherea,b, andcare thepair separationdistancesdefinedinSection6.3,D�1
g is

the energy denominator product from graph g, and c.c. denotes the complex

conjugate term. SinceA is excited andcanmakedownward aswell as upward

transitions, some of the energy denominators can vanish due to resonant

excitation. It is therefore convenient to consider only downward transitions

from jmi in A, say, to the ground-state j0Ai, with wavevector km0. While

upward transitions clearly contribute, in this case, none of the energy

denominators vanish and the contribution is identical to the ground-state

triple-dipole dispersion potential (6.4.12), but with excited-state polarizabil-

ity ofA appearing in the expression instead of the ground-state one. As in the

analogous two-bodycase, thepoles in thedenominatorsarehandledbyadding

	ig using incoming and outgoing wave criteria for the choice of sign and

employing the identities (5.6.5) and (5.6.7) to evaluate the wavevector

integrals. Since the potential (6.8.5) is real, for denominators containing a

singlepole,only theprincipalvalueof(5.6.5)contributes,while for termswith

two poles, both the principal value product and the contribution from the two

deltafunctions in(5.6.7) remain.LikethesituationoccurringinSection5.6for
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the interaction between a ground-state molecule and an excited-state mole-

cule, only two graphs give rise to a contribution involving a product of two

delta functions, which is

� 2

3

1

ð4pe0Þ3
j~mm0ðAÞj2aðB; km0ÞaðC; km0Þ �~r2

dij þ ~ri
~rj

� �a 1
a

� �~r2
djk þ ~rj

~rk

� �b 1
b

� �~r2
dki þ ~rk

~ri

� �c 1
c
cos km0a sin km0b sin km0c: ð6:8:6Þ

Evaluating the principal value product terms from these 2 graphs along with

the 10 other graphs produces a contribution, which can bewritten as 2 terms.

One is trigonometric and similar to (6.8.6) in that it depends only on the

transition frequency of molecule A, ckm0,

� 2

3

1

ð4pe0Þ3
j~mm0ðAÞj2aðB; km0ÞaðC; km0Þ �~r2

dij þ ~ri
~rj

� �a 1
a

� �~r2
djk þ ~rj

~rk

� �b 1
b

� �~r2
dki þ ~rk

~ri

� �c 1
c
cos km0a cos km0b cos km0c: ð6:8:7Þ

The other is similar to the familiar u-integral expression as found for three

interacting molecules in the ground state and is

�hc
pð4pe0Þ3

�~r2
dij þ ~ri

~rj

� �a 1
a
�~r2

djk þ ~rj
~rk

� �b 1
b

�~r2
dki þ ~rk

~ri

� �c 1
c

�
ð1
0

duaðA; iuÞaðB; iuÞaðC; iuÞe�ðaþ bþ cÞu

¼ 2

3p
1

ð4pe0Þ3
km0j~mm0ðAÞj2 �~r2

dij þ ~ri
~rj

� �a 1
a

�~r2
djk þ ~rj

~rk

� �b 1
b

� �~r2
dki þ ~rk

~ri

� �c 1
c

ð1
0

du
1

k2m0þ u2
aðB; iuÞaðC; iuÞe�ðaþ bþ cÞu:

ð6:8:8Þ
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The total three-body dispersion potential between an excitedmoleculeA and

two ground-state species B and C is given by the sum of the last three

expressions.Before examining the formof this energyshift ingreaterdetail, it

is shownhow the resultmay be obtained using coupling of induced dipoles to

their fields.

6.8.2 Coupling of Induced Dipoles

It was shown in Chapter 5 how the induced multipole moment method

provided an alternative approach to the computation of dispersion pair

potentials between ground- and excited-state molecules. This viewpoint is

now used to calculate the dispersion interaction between three bodies, one

of which, A, is excited. The physical picture is one in which A is viewed as

giving rise to a dipole field, which induces dipolemoments in each ofB and

C. These inducedmoments couple to the resonant dipole-dipole interaction

tensor at the transition frequency of excited molecule A, resulting in an

energy shift (Power and Thirunamachandran, 1995b).

As in the last subsection, let A initially be in excited electronic state jmi,
from which it makes an electric dipole allowed downward transition to the

ground state with frequency ckm0. In Section 2.6, the electric displacement

field of such an oscillating dipole was calculated to be (equation (2.6.21))

dið~m;~r; tÞ ¼ 1

4p
mm0
j ðAÞ �~r2

dij þ ~ri
~rj

� � eikm0ðr�ctÞ

r

¼ 1

4pr3
mm0
j ðAÞ dij�r̂i r̂j

� 
k2m0r

2
�

þ dij�3r̂i r̂j
� 

ikm0r�1ð Þ�eikm0ðr�ctÞ: ð6:8:9Þ

The electric dipole moments induced in ground-state polarizable mo-

lecules B and C by this field are

~mindðBÞ ¼ e�1
0 aðB; km0Þ~d?ð~m;~RBA; tÞ ð6:8:10aÞ

and

~mindðCÞ ¼ e�1
0 aðC; km0Þ~d?ð~m;~RCA; tÞ; ð6:8:10bÞ

where aðx; kÞ is the isotropic electric dipole polarizability of molecule x at
frequency o ¼ ck. The moments induced at B and C couple to each other
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via the dipole-dipole interaction tensor at the frequency of the downward

transition in A, Vijðkm0;~RBCÞ where from Chapter 4 and work relating to

resonant transfer of energy between an excited and unexcited pair,

ReVijðk;~RÞ¼ � 1

4pe0
Re �~r2

dij þ ~ri
~rj

� � eikR
R

¼ 1

4pe0R3
dij�3R̂iR̂j

� 
cos kRþ kR sin kRð Þ�

� dij�3R̂iR̂j

� 
k2R2cos kR�: ð6:8:11Þ

Thus, one part of the downward transition contribution to the three-body

energy shift is computed from

�mindi ðBÞmindj ðCÞReVijðkm0;~RBCÞþ c:c: ð6:8:12Þ

Substituting (6.8.10) and (6.8.11) produces for (6.8.12) the expression

� 2

ð4pe0Þ3
m0mk ðAÞmm0

l ðAÞaðB; km0ÞaðC; km0Þ

� Re �~r2
dik þ ~ri

~rk

� �c e�ikm0c

c

" #
�~r2

djl þ ~rj
~rl

� �b eikm0b

b

" # !

� Re �~r2
dij þ ~ri

~rj

� �a eikm0a

a

" #
: ð6:8:13Þ

For isotropic A, the contribution to the energy shift is

� 1

3ð4pe0Þ3
j~m0mðAÞj2aðB; km0ÞaðC; km0Þ �~r2

dij þ ~ri
~rj

� �a 1
a

� �~r2
djk þ ~rj

~rk

� �b 1
b

�~r2
dki þ ~rk

~ri

� �c 1
c

� fcos km0ðaþ b�cÞ½ � þ cos km0ða�bþ cÞ½ �g: ð6:8:14Þ

The other factor contributing to the energy shift when A is excited has the

structure of a u-integral, as occurs in the ground-state interaction between
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three molecules. For upward transitions in A, it has the same form and sign

as the triple-dipole dispersion potential (6.4.12), but containing excited

state polarizability of A. For downward transitions in A, the u-integral is of

opposite sign to that found for upward transitions when A is excited. This

last contribution is given by

1

ð4pe0Þ3p�h2c2
2

3

 !3X
q; r

km0j~mm0ðAÞj2kq0j~m0qðBÞj2kr0j~m0rðCÞj2

� �~r2
dij þ ~ri

~rj

� �a 1
a

�~r2
djk þ ~rj

~rk

� �b 1
b

� �~r2
dki þ ~rk

~ri

� �c 1
c

ð1
0

e�uðaþ bþ cÞ

ðk2m0 þ u2Þðk2q0þ u2Þðk2r0þ u2Þ du;

ð6:8:15Þ

for transitions to the ground state in A, recalling that transitions in B and C

are upward from the ground state to jqi and jri, respectively. Hence, the
total energy shift is given by the sum of (6.8.14) and (6.8.15),

DE ¼ � 1

3ð4pe0Þ3
j~m0mðAÞj2aðB; km0ÞaðC; km0Þ �~r2

dij þ ~ri
~rj

� �a 1
a

� �~r2
djk þ ~rj

~rk

� �b 1
b

�~r2
dki þ ~rk

~ri

� �c 1
c

�fcos km0ðaþ b�cÞ½ � þ cos km0ða�bþ cÞ½ �g

þ 1

pð4pe0Þ3
2

3

 !
km0j~mm0ðAÞj2 �~r2

dij þ ~ri
~rj

� �a 1
a

� �~r2
djk þ ~rj

~rk

� �b 1
b

�~r2
dki þ ~rk

~ri

� �c 1
c

�
ð1
0

e�uðaþ bþ cÞ

ðk2m0 þ u2Þ aðB; iuÞaðC; iuÞdu: ð6:8:16Þ

The result (6.8.16) is easily extended to the case where A may make both

upward and downward transitions from initial excited-state jmi to state jpi.
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Note that only downward transitions in A contribute to (6.8.14) with j0i
replaced by jpi. In contrast, all transitions contribute in the u-integral

term, the sign depending on whether kmp > 0 or kmp < 0 Hence, for

multilevel A, the dispersion potential is

DE ¼ � 1

3ð4pe0Þ3
X
p

Em>Ep

j~mpmðAÞj2aðB; kpmÞaðC; kpmÞ �~r2
dij þ ~ri

~rj

� �a 1
a

� �~r2
djk þ ~rj

~rk

� �b 1
b

�~r2
dki þ ~rk

~ri

� �c 1
c

�fcos kpmðaþ b�cÞ� 	þ cos kpmða�bþ cÞ� 	g
þ

�hc
pð4pe0Þ3

�~r2
dij þ ~ri

~rj

� �a 1
a

�~r2
djk þ ~rj

~rk

� �b 1
b

� �~r2
dki þ ~rk

~ri

� �c 1
c

ð1
0

aðA; iuÞaðB; iuÞaðC; iuÞe�uðaþ bþ cÞdu;

ð6:8:17Þ

where excited-state polarizability of A and ground-state polarizabilities of

B and C appear, which is identical to the result obtained via diagrammatic

perturbation theory at the end of the previous subsection.

From the result (6.8.17) applicable to all separation distances, the

asymptotically limiting forms are obtained after the usual approximations

are made for the near and far zones, namely, that characteristic transition

wavelengths are greater than or less than interparticle separations distances,

respectively. To simplify the structure of the limiting energy shifts, a two-

level model is adopted for the three molecules, with the downward

transition in A having wavevector kA and upward transitions in B and C,

kB and kC.

In the near zone, both real and virtual photon contributions must be

included in the limiting potential. The second term of (6.8.17) gives rise to

an Axilrod–Teller-type contribution

� 4

9ð4pe0Þ3
1

ð�hcÞ2 j~mðAÞj
2j~mðBÞj2j~mðCÞj2

� ðkAþ kBþ kCÞ
ðkBþ kCÞðkC þ kAÞðkAþ kBÞ

½1�3ðb̂ � ĉÞðĉ � âÞðâ � b̂Þ�
a3b3c3

;

ð6:8:18Þ
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while the first term of (6.8.17) produces

8

9ð4pe0Þ3
1

ð�hcÞ2 j~mðAÞj
2j~mðBÞj2j~mðCÞj2

� ðkBkCÞ
ðk2B�k2AÞðk2C�k2AÞ

½1�3ðb̂ � ĉÞðĉ � âÞðâ � b̂Þ�
a3b3c3

: ð6:8:19Þ

The addition of these two terms yields, for the near-zone energy shift,

the limiting form

DENZ ¼ 4

9ð4pe0Þ3ð�hcÞ2
j~mðAÞj2j~mðBÞj2j~mðCÞj2

� ðkBþ kC�kAÞ
ðkBþ kCÞðkC�kAÞðkB�kAÞ

½1�3ðb̂ � ĉÞðĉ � âÞðâ � b̂Þ�
a3b3c3

:

ð6:8:20Þ

It is interesting to note that (6.8.20) is the result obtained using third-

order perturbation theory and static dipolar coupling potentials with

molecule A excited. Moreover, result (6.8.20) is obtained by changing the

sign of kA in (6.8.18) noting that the overall sign is due to the fact that

the transition being considered in A is downward.

At large separations, the first term of (6.8.17), due to downward

transitions, dominates the energy shift, giving

DEFZ ¼ � 4

27ð4pe0Þ3ð�hcÞ2
j~mðAÞj2j~mðBÞj2j~mðCÞj2 k6AkBkC

ðk2B�k2AÞðk2C�k2AÞ

� cosðkA aþ b�c½ �Þ þ cosðkA a�bþ c½ �Þ½ � ½1þðb̂ � ĉÞðĉ � âÞðâ � b̂Þ�
abc

:

ð6:8:21Þ
When a¼ b¼ c¼R, corresponding to an equilateral triangle, the far-

zone limit (6.8.21) reduces to

DEFZ ¼ � 7

27ð4pe0Þ3ð�hcÞ2R3
j~mðAÞj2j~mðBÞj2j~mðCÞj2

� k6AkBkC

ðk2B�k2AÞðk2C�k2AÞ
cosðkARÞ; ð6:8:22Þ

exhibiting a modulated inverse cubic dependence on R.
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6.9 MEDIATION OF RESONANCE ENERGY TRANSFER
BY A THIRD BODY

While the retarded dispersion energy shift formula for two-, three-, and so

on, N bodies has many similar features, for example, in each case, it can be

written as an integral over an imaginary frequency icu of the product of

the complex dynamic polarizabilities of each molecule and a geometric

factor involving distinct pair separation distances, the ultimate dependence

on interatomic displacements for the entire range of separations, or at the

near- and far-zone asymptotic limits, varies with the number of interacting

species. A similar situation applies to the resonant migration of energy,

whichwas examined inChapter 4 by considering the exchange of excitation

between a pair of molecules. Even though pair-transfer rates may now be

measured using recent advances in single- and few-body spectroscopy,

transfer of energy occurs more commonly in a medium in which numerous

other particles are present in addition to donor and acceptor species. In

a solution, for example, the medium is comprised of solvent particles.

If transfer is taking place in the gaseous phase, however, other identical

systems may be present in very low concentration, but undergoing transi-

tions nonresonant with the frequency of radiation exchanged between the

donor-acceptor pair. In this section, the mediation of the resonant transfer

of energy between two molecules due to the presence of a third molecule

is studied (Craig and Thirunamachandran, 1989). This corresponds to

the situation in which the third body is a constituent of a medium of low

density and provides the leading correction to the modification of the pair-

transfer rate due to the effect of many other molecules, the latter more

commonly treated as a medium of uniform dielectric constant in the

macroscopic limit.

LetA andB be two identicalmolecules positioned at~RA and~RB, between

which energy is transferred resonantly. LetC, located at~RC be a polarizable

molecule that mediates the exchange of energy between A and B. The total

quantum electrodynamical Hamiltonian for the system is written as

H ¼ HmolðAÞþHmolðBÞþHmolðCÞþHradþHint; ð6:9:1Þ

where, in the electric dipole approximation, the interaction Hamiltonian

coupling radiation and matter is

Hint ¼ �e�1
0 ~mðAÞ �~d?ð~RAÞ�e�1

0 ~mðBÞ �~d?ð~RBÞ�e�1
0 ~mðCÞ �~d?ð~RCÞ:

ð6:9:2Þ
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For the problem at hand, the initial and final states of the system are

specified as

jii ¼ jEA
n ;E

B
0 ;E

C
0 ; 0ð~p; eÞi ð6:9:3aÞ

and

jf i ¼ jEA
0 ;E

B
n ;E

C
0 ; 0ð~p; eÞi; ð6:9:3bÞ

corresponding to an initial state in which species A is pre-excited to

electronic state jnAi of energy EA
n , B is in the ground electronic state j0Bi

with energy EB
0. After transfer of energy resonantly, A returns to the

ground state while B becomes excited to electronic state jnBi. Species C
remains in the electronic ground state throughout and there is no change

in the state of the radiation field, there being no photons present before

and after interaction. Because transfer between A and B is mediated by C,

it is appropriate to refer to this mechanism as an indirect one and insert

the superscript ‘‘in’’ on the matrix element. Time-dependent perturbation

theory may be used to evaluate the matrix element. Twenty-four time-

ordered diagrams in which the virtual photon is exchanged between A

and C and between B and C are found to contribute. Their sum gives

rise to

Min
fi ¼� 1

4e20V2

X
~p;e

X
~p 0;e0

m0ni ðAÞmn0j ðBÞaklðC;kÞeðeÞi ð~pÞeðeÞl ð~pÞ

�e
ðe0Þ
k ð~p0Þeðe0Þj ð~p0Þpp0

� e�i~p �~Rei~p
0 �~R 0

ðp�kÞðp0�kÞþ
e�i~p �~Re�i~p 0 �~R 0

ðp�kÞðp0þkÞþ
ei~p �~Rei~p

0 �~R 0

ðpþkÞðp0�kÞþ
ei~p �~Re�i~p 0 �~R 0

ðpþkÞðp0þkÞ

" #
;

ð6:9:4Þ

where the virtual photons are of modes ð~p; eÞ and ð~p0; e0Þ; and aklðC; kÞ is
the dynamic electric dipole polarizability tensor of molecule C. Species

C is taken to be situated at the origin, with relative separation distance

vectors with respect to A and B,~R ¼ ~RC�~RA, and~R
0 ¼ ~RC�~RB; ck is the

resonant frequency En0=�h; and C undergoes virtual transitions to state jri
with energy Er0 ¼ �hckr0. Performing the polarization and wavevector
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sums and carrying out the angular integrations produces

Min
fi ¼ � 1

16p4e20
m0ni ðAÞmn0j ðBÞaklðC;kÞ

�
�~r2

dil þ~ri
~rl

�R

�
�
�~r2

djk þ~rj
~rk

�R0 1

RR0

�
ð1
0

ð1
0

dpdp0sin pR sin p0R0 1

ðp�kÞ þ
1

ðpþkÞ

 !
1

ðp0�kÞþ
1

ðp0 þkÞ

 !
:

ð6:9:5Þ

The integrations over p and p0 are independent. They are identical to that
occurring in the evaluation of the matrix element for resonant transfer of

excitation between two molecules. Thus, (6.9.5) becomes

Min
fi ¼ �m0ni ðAÞmn0j ðBÞaklðC; kÞVilðk;~RÞVjkðk;~R0Þ; ð6:9:6Þ

where

Vijðk;~RÞ ¼ � 1

4pe0
�~r2

dij þ ~ri
~rj

� �R eikR
R

¼ 1

4pe0R3
ðdij�3R̂iR̂jÞð1�ikRÞ�ðdij�R̂iR̂jÞk2R2
� 	

eikR:

ð6:9:7Þ
Substituting (6.9.7) into (6.9.6) yields for the matrix element

Min
fi ¼ � 1

ð4pe0Þ2R3R03 m
0n
i ðAÞmn0j ðBÞaklðC; kÞeikðRþR0Þ

�½ðdil�3R̂iR̂lÞð1�ikRÞ�ðdil�R̂iR̂lÞk2R2�
�½ðdjk�3R̂

0
j R̂

0
kÞð1�ikR0Þ�ðdjk�R̂

0
j R̂

0
kÞk2R02�: ð6:9:8Þ

The near-zone form of the matrix element (6.9.8) is easily obtained on

noting that at this asymptotic limit kR and kR0 are both significantly less

than unity giving

Min
fi ðNZÞ ¼ � 1

ð4pe0Þ2R3R03 m
0n
i ðAÞmn0j ðBÞaklðC; kÞ

�ðdil�3R̂iR̂lÞðdjk�3R̂
0
j R̂

0
kÞ; ð6:9:9Þ
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and corresponds to static dipolar coupling between A and C and between

B and C. It is applicable to the situation in which species C is close to

both A and B.

Recalling from (4.2.18) that the near-zone matrix element for resonant

transfer of energy between A and B, commonly termed the direct mechan-

ism, is

Mdir
fi ðNZÞ ¼

1

4pe0j~rj3
m0ni ðAÞmn0j ðBÞðdij�3r̂ir̂jÞ; ð6:9:10Þ

where ~r is the A–B separation, ~r ¼ ~RB�~RA ¼ ~R
0�~R. The total matrix

element in the near zone is therefore the sum of the direct and in-

direct mechanism matrix elements (6.9.10) and (6.9.9), respectively. The

total rate in the near zone may be evaluated using the Fermi golden

rule (1.9.33),

GTotðNZÞ¼2prf
�h jMdir

fi ðNZÞþMin
fi ðNZÞj2¼GdirðNZÞþGintðNZÞþGinðNZÞ;

ð6:9:11Þ

and is a sum direct, interference, and indirect near-zone transfer rates with

rf the density of final states. The direct contribution is obtained straight-

forwardly from expression (6.9.10) and corresponds to the near-zone limit

of the two-body transfer rate (4.2.21). For isotropic A and B, it is given by

GdirðNZÞ ¼ 2prf
�h jMdir

fi ðNZÞj2 ¼
rf

12p�he20r6
j~m0nðAÞj2j~mn0ðBÞj2: ð6:9:12Þ

Near-zone matrix elements (6.9.9) and (6.9.10) are used to calculate the

interference contribution to the rate,

GintðNZÞ ¼ 4prf
�h ReðMdir

fi ðNZÞ �Min
fi ðNZÞÞ: ð6:9:13Þ

Thus,

Mdir
fi ðNZÞ �Min

fi ðNZÞ ¼ � 1

ð4pe0Þ3R3R03r3
m0ni ðAÞ�mn0i0 ðAÞm0nj ðBÞ�mn0j0 ðBÞ

�aklðC; kÞðdij�3r̂ir̂jÞðdi0l�3R̂i0 R̂lÞðdj0k�3R̂
0
j0 R̂

0
kÞ:

ð6:9:14Þ
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Carrying out a rotational average of the molecular factors using the result

hm0ni ðAÞ�mn0i0 ðAÞm0nj ðBÞ�mn0j0 ðBÞaklðC; kÞi

¼ 1

9
j~m0nðAÞj2j~m0nðBÞj2aðC; kÞdii0djj0dkl; ð6:9:15Þ

where a factor of 1/3 has been included in the definition of the isotropic

polarizability of C. Contracting the tensors produces for (6.9.13) the

expression

GintðNZÞ ¼ 4prf
3�hr3R3R03

1

ð4pe0Þ3
j~m0nðAÞj2j~m0nðBÞj2aðC;kÞ

� f2�3½ðR̂ � R̂0Þ2þðr̂ � R̂Þ2þðr̂ � R̂0Þ2�þ9ðR̂ � R̂0Þðr̂ � R̂Þðr̂ � R̂0Þg:
ð6:9:16Þ

Finally, the contribution to the total transfer rate from the indirect term is

obtained from (6.9.9). Thus,

jMin
fi ðNZÞj2 ¼

1

ð4pe0Þ4R6R06 m
0n
i ðAÞ�mn0i0 ðAÞm0nj ðBÞ�mn0j0 ðBÞ

� aklðC;kÞ�ak0l0 ðC;kÞðdil�3R̂iR̂lÞðdi0l0�3R̂i0R̂l0 Þ
�ðdjk�3R̂

0
j R̂

0
kÞðdj0k0�3R̂

0
j0 R̂

0
k0 Þ;

which applies for the three molecules in fixed relative orientation to each

other. The rotational averages for A and B are straightforward and are

obtained via hm0ni ðxÞ�mn0i0 ðxÞi ¼ ð1=3Þj~m0nðxÞj2dii0 . The product of polariz-

ability of C, however, requires fourth-rank Cartesian tensor averaging and

is evaluated using result (B.7) of Appendix B. Hence,

haklðC;kÞ�ak0l0 ðC;kÞi ¼ 1

30

dkldk0l0

dkk0dll0

dkl0dk0l

0
B@

1
CA
T

4 �1 �1

�1 4 �1

�1 �1 4

0
B@

1
CA

�
dlmdnp
dlndmp
dlpdmn

0
B@

1
CAalmðC;kÞ�anpðC;kÞ;

ð6:9:18Þ

where Greek subscripts denote tensor components in the molecule-fixed

frame and T designates the transpose. Evaluating the matrix product, on

(6.9.17)
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making use of the symmetry properties of the electric dipole polarizability

tensor, produces

haklðC;kÞ�ak0l0 ðC;kÞi ¼ 1

30
fdkldk0l0 4allðC;kÞ�ammðC;kÞ

�
�2almðC;kÞ�almðC;kÞ�
þ ðdkk0dll0 þ dkl0dk0lÞ½�allðC;kÞ�ammðC;kÞ
þ3almðC;kÞ�almðC;kÞ�g:

Substituting (6.9.19) into (6.9.17), performing the averages over species A

and B and contracting yields, for the third term of (6.9.11), the near-zone

rate

GinðNZÞ ¼ 2prf
�h jMin

fi ðNZÞj2 ¼
prf

15�hR6R06
1

ð4pe0Þ4
j~m0nðAÞj2j~m0nðBÞj2

� f½�1þ 3ðR̂ � R̂0Þ2�allðC;kÞ�ammðC;kÞ
þ ½13þðR̂ � R̂0Þ2�almðC;kÞ�almðC;kÞg:

ð6:9:20Þ

When a large number of molecules of type C is present, the indirect

mechanism with rate given by the last expression dominates the total rate,

with the latter given by the sum of (6.9.12), (6.9.16), and (6.9.20). At the

other extreme, when no C is present, the F€orster rate limit corresponding

to direct transfer between A and B dominates the overall rate in the near

zone.

From the treatment given above, useful insight may be gained into the

effect of one or more additional particles on the pair-transfer rate. From the

microscopic point of view, all distinct couplings with the molecules of

medium C are accounted for, with the result containing the permittivity of

the vacuum, e0. In the near zone, the direct interaction is equivalent to static
coupling of permanent electric dipole moments. When the pair is in an

isotropic medium, expression (6.9.10) still applies, but now the vacuum

permittivity is replaced by the permittivity of the medium, e. This is the
common picture on the macroscopic scale, in which only direct coupling is

present along with the permittivity of the medium, which is frequency

dependent. The effect of the medium, therefore, is to relay energy between

A andB via transfermediated by one, two, three, andNmolecules of typeC,

via the frequency dependent polarizability of species C. In this section, the

(6.9.19)
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leading medium correction term has been evaluated by accounting ex-

plicitly for the effect of one molecule C of the medium. Clearly, as the

number of C molecules rises, the contribution of the indirect mechanism

increases, with the effects of higher order terms becoming more important,

while the direct A–B contribution becomes less significant.
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CHAPTER 7

INTERMOLECULAR INTERACTIONS
IN A RADIATION FIELD

Tom’s photons are not the same asDick’s photons—and as for Harry’s,. . .!.
—E. A. Power, The natural line shape, in Physics and Probability: Essays

in Honour of Edwin T. Jaynes, W. T. Grandy Jr. and P. W. Milonni (Eds),

Cambridge University Press, Cambridge, 1993, p. 101.

7.1 INTRODUCTION

In Chapter 1, the classical and quantum electrodynamical theory of the

interaction of a nonrelativistic charged particle with a radiation field was

formulated while in Chapter 2, a completely field theoretic viewpoint

was adopted and the techniques of second quantization were employed in

the development. In both cases, the total Hamiltonian operator for the

coupled radiation–matter system was obtained in the minimal- and multi-

polar-coupling schemes. It was shown in Chapters 4 and 5 how molecular

quantum electrodynamics could be successfully applied to calculate and

to understand the physical origin of, two fundamental intermolecular

processes—the rate of resonant energy transfer and the van der Waals

Molecular Quantum Electrodynamics, by Akbar Salam
Copyright � 2010 John Wiley & Sons, Inc.
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dispersion energy shift, respectively. It should not be forgotten, however,

that the theoretical foundations detailed in the first two chapters allow

processes involving the interaction of one or more photons with electrons

associated with a single atomic or molecular center to be studied rigor-

ously, forming a large part of the field known as theoretical spectroscopy.

In this and allied areas, transition rates have been computed for a variety

of single- and multiphoton absorption and emission processes, and cross

sections calculated for a number of elastic and inelastic scattering phe-

nomena (Mukamel, 1995; Craig and Thirunamachandran, 1998a; Andrews

and Allcock, 2002). Each particular application is begun by writing down

the total Hamiltonian for the system comprising the Hamiltonian for the

single species, the Hamiltonian for the radiation field, and the operator

coupling the two and solved for specific quantum mechanical observable

quantities.

With continuing advances being made in the generation of coherent

and incoherent sources of laser light, novel and esoteric experiments are

being performed that confirm theoretical predictions or require theore-

tical interpretation and explanation. This is witnessed by the emergence

of single molecule spectroscopy, development in nonlinear and quantum

optics, and progress in ultracold spectroscopy. It is now possible to not

only trap small particles using optomechanical forces but also control and

manipulate them. In general, this relies on a particle of matter undergoing

radiative attraction toward the high-intensity focal area of a laser beam.

When two or more particles are present, however, the modification by

light of intermolecular forces has to be reckoned with. Such phenomena

are the subject of the present chapter. Firstly, time-dependent perturba-

tion theory is employed to evaluate the change in energy shift when a

pair of interacting molecules is in the presence of an intense beam of

laser light. If one or both entities are polar, two terms are found to

contribute to DE. One term is proportional to the polarizability of each

body. A second depends on the product of the permanent dipole moment

of one body and the molecular first hyperpolarizability of the other. It is

then demonstrated how the induced multipole moment method leads

straightforwardly to an expression for the radiation modified pair inter-

action energy. Both calculational techniques are then utilized in the

computation of radiation-induced chiral discrimination. For consistency,

magnetic dipole and electric quadrupole coupling terms are accounted

for. The final section is devoted to higher order radiation-induced chiral

discrimination in which the pair of molecules is coupled via two virtual

photon exchange.
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7.2 RADIATION-INDUCED DISPERSION FORCE:
PERTURBATION THEORY

It is well known that the application of a constant or time-varying radiation

field causes a shift in the energy levels of atomic or molecular systems. In

the case in which the external field is electric, the familiar static or dynamic

Stark shift ensues, while if the incident field is magnetic, the Zeeman effect

results. For a free molecule subject to an oscillating electric field, the

change in energy levels is easily calculated using second-order perturbation

theory together with diagrams of the form shown in Fig. 7.1, which

illustrate the two possible time orderings associated with scattering of a

real photon of mode ð~k; lÞ by a molecule in state jEsi. Making use of the

interaction Hamiltonian in electric dipole approximation,

Hint ¼ �e�1
0 ~m �~d?

; ð7:2:1Þ
the energy shift for a nonpolar molecule whose energy levels are non-

degenerate, is

DE ¼ � I

2e0c
e
ðlÞ
i ð~kÞ�eðlÞj ð~kÞassij ðo;�oÞ; ð7:2:2Þ

where the dynamic polarizability is given by

assij ð�o;�oÞ ¼
X
r

msri m
rs
j

Ers � �ho þ msrj m
rs
i

Ers � �ho
� �

; ð7:2:3Þ

FIGURE 7.1 Time-ordered graphs illustrating dynamic Stark shift.
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and the irradiance I ¼ N�hc2k=V , where N specifies the number of photons

in the radiation field.

Similarly, an applied field causes a change in the mutual energy of

interaction between a pair of atoms or molecules (Thirunamachandran,

1980). While this interaction energy vanishes for two coupled molecules

that are randomly oriented with respect to each other in the presence of

an applied static electric field, it remains during the action of an oscillating

field even when the pair is randomly oriented.

Consider two molecules A and B situated at ~RA and ~RB, respectively,

with internuclear separation distance R ¼ j~RB�~RAj. Let both molecules be

in ground electronic states jEA
0 ;E

B
0 i initially and finally, with the radiation

field represented by a state jNð~k; lÞi, corresponding to N photons of mode

ð~k; lÞ. To leading order, the change in energy shift is given by the dynamic

Stark shift (7.2.2). Since this is independent of R, it is excluded. The first

contributing term to the radiation-induced intermolecular energy shift is

of fourth order in perturbation theory. It corresponds to the scattering of

a real photon by the molecular pair, which in turn is coupled by single

virtual photon exchange.

The fourth-order contribution itself is composed of two types of terms

depending on whether the real photon is scattered by the same or different

centers. As these two terms have different physical origins, it is convenient

to consider them separately. This is done in the following two sections.

In both cases, the total Hamiltonian for the system is given by

H ¼ HmolðAÞþHmolðBÞþHradþHintðAÞþHintðBÞ; ð7:2:4Þ
comprising a sum of molecular Hamiltonians for each entity, the radiation

field Hamiltonian, and the electric dipole approximated form for the

interaction between matter and electromagnetic field at each center,

HintðAÞþHintðBÞ ¼ �e�1
0 ~mðAÞ �~d?ð~RAÞ�e�1

0 ~mðBÞ �~d?ð~RBÞ: ð7:2:5Þ

Since there is no overall change in the state of the radiation field and with

both molecules remaining in the ground electronic state, identical initial

and final states are used to represent the system

jii ¼ j f i ¼ jEA
0 ;E

B
0 ;Nð~k; lÞi: ð7:2:6Þ

Fourth-order perturbation theory for the energy shift, given by formula

(5.2.4),may then be employed togetherwith time-ordered or state sequence

diagrams to calculate the change in mutual interaction energy between a

pair of molecules subject to the action of an intense radiation field.
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7.3 DYNAMIC MECHANISM

When the real photon of mode ð~k; lÞ from the incident beam is absorbed at

A and emitted at B or absorbed at B and emitted at A and a single virtual

photon of mode ð~p; eÞ propagates between the pair, the contribution to DE
for reasons that will become apparent is commonly termed the ‘‘dynamic’’

mechanism. It is described completely by 48 time-ordered diagrams,

which may be grouped into 4 sets of 12 graphs. One set of 12 time

orderings in which absorption of a real photon occurs at A, emission at B,

with the virtual photon traversing from A to B is illustrated in Fig. 7.2.

From each of the 4 sets of 12 diagrams, 1 representative graph is shown in

Fig. 7.3.

Concentrating for the moment on the first graph, labeled (i) from the set

of 12 graphs classified as (a) and depicted in Fig. 7.2, using coupling

Hamiltonian (7.2.5) and the mode expansion for the electric displacement

field (1.7.17) with the initial and final states given by (7.2.6), determining

the intermediate states and energy denominators from the time-ordered

diagram, and substituting into the expression for DE from fourth-order

perturbation theory (5.2.4) the contribution to the energy shift from this

graph is

�
X
~p; e

X
r; s

N�hck
2e0V

 ! �hcp
2e0V

 !
�e
ðlÞ
i ð~kÞeðlÞj ð~kÞeðeÞk ð~pÞ�eðeÞl ð~pÞ

�m0rj ðAÞmr0l ðAÞm0si ðBÞms0k ðBÞ
� e�i~k �~Rei~p �~R ½ðEr0þ�hcpÞðEr0þEs0ÞðEs0��hckÞ��1; ð7:3:1Þ

where r and s denote the intermediate electronic states of A and B,

respectively. The remaining 11 graphs may be evaluated similarly and

added to (7.3.1) to yield

�
X
~p; e

X
r; s

N�hck
2e0V

 ! �hcp
2e0V

 !
�e
ðlÞ
i ð~kÞeðlÞj ð~kÞeðeÞk ð~pÞ�eðeÞl ð~pÞ

�m0rj ðAÞmr0l ðAÞm0si ðBÞms0k ðBÞ e�i~k �~Rei~p �~R
Xxii
a¼i

E�1
a ; ð7:3:2Þ

whereE�1
a is the energy denominator product arising fromgraphs a¼ i–xii.

They are given explicitly in Table 7.1.
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FIGURE7.2 One set of 12 time-ordered diagrams that contribute to the dynamic

mechanism of radiation-induced intermolecular energy shift. Collectively these

graphs are labeled class (a).
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To facilitate simplification of the molecular part of the energy shift, the

12 energy denominators listed in Table 7.1 may be added as follows:

E�1
viii þE�1

xii ¼ ½ðEr0þ�hcpÞðEs0 þ�hckÞðEs0 þ�hcpÞ��1: ð7:3:3Þ

Adding E�1
iii to the right-hand side of (7.3.3) gives

½ðEr0 þ�hcpÞðEs0 þ�hckÞð�hcp��hckÞ��1; ð7:3:4Þ

E�1
ix þE�1

xi ¼ ½ðEr0þ�hckÞðEr0 þ�hcpÞðEs0 þ�hckÞ��1; ð7:3:5Þ

and

E�1
vi þE�1

vii ¼ ½ðEr0��hckÞðEs0 þ�hckÞðEs0 þ�hcpÞ��1: ð7:3:6Þ

FIGURE 7.3 (a)–(d) Representative time orderings from each of the 4 sets of

12 graphs featuring in the dynamic mechanism.
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Adding E�1
iv to the right-hand side of (7.3.6) produces

½ðEr0��hckÞðEs0 þ�hckÞð�hcp��hckÞ��1: ð7:3:7Þ
Now,

E�1
i þE�1

x ¼ ½ðEr0 þ�hckÞðEr0þ�hcpÞðEs0��hckÞ��1: ð7:3:8Þ
Adding E�1

ii to the right-hand side of (7.3.8) yields

½ðEr0 þ�hckÞðEs0��hckÞð�hcp��hckÞ��1: ð7:3:9Þ

Adding (7.3.4) and (7.3.5) gives

½ðEr0 þ�hckÞðEs0 þ�hckÞð�hcp��hckÞ��1: ð7:3:10Þ

The denominator from graph (v) remains as

E�1
v ¼ ½ðEr0��hckÞðEs0��hckÞð�hcp��hckÞ��1: ð7:3:11Þ

The four terms (7.3.7), (7.3.9), (7.3.10), and (7.3.11) may be factored as

1

ðEr0 þ�hckÞ þ
1

ðEr0��hckÞ
� �

1

ðEs0 þ�hckÞ þ
1

ðEs0��hckÞ
� �

1
�hcp��hck :

ð7:3:12Þ

TABLE 7.1 Energy Denominator Products Corresponding to Diagrams
(i)–(xii) of Fig. 7.2

Graph Denominator

(i) ðEr0þ�hcpÞðEr0þEs0ÞðEs0��hckÞ
(ii) ðEr0þ�hcpÞð�hcp��hckÞðEs0��hckÞ
(iii) ðEr0þ�hcpÞð�hcp��hckÞðEs0 þ�hcpÞ
(iv) ðEr0��hckÞð�hcp��hckÞðEs0þ�hcpÞ
(v) ðEr0��hckÞð�hcp��hckÞðEs0��hckÞ
(vi) ðEr0��hckÞðEr0 þEs0ÞðEs0þ�hcpÞ
(vii) ðEs0þ�hckÞðEr0þEs0ÞðEs0 þ�hcpÞ
(viii) ðEs0þ�hckÞðEr0þEs0 þ�hckþ�hcpÞðEs0 þ�hcpÞ
(ix) ðEs0þ�hckÞðEr0þEs0 þ�hckþ�hcpÞðEr0 þ�hckÞ
(x) ðEr0þ�hcpÞðEr0þEs0ÞðEr0 þ�hckÞ
(xi) ðEr0þ�hcpÞðEr0þEs0 þ�hckþ�hcpÞðEr0 þ�hckÞ
(xii) ðEr0þ�hcpÞðEr0þEs0 þ�hckþ�hcpÞðEs0 þ�hcpÞ
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Hence, (7.3.2) becomes

�
X
~p; e

X
r; s

N�hck
2e0V

 ! �hcp
2e0V

 !
�e
ðlÞ
i ð~kÞeðlÞj ð~kÞeðeÞk ð~pÞ�eðeÞl ð~pÞ

�m0rj ðAÞmr0l ðAÞm0si ðBÞms0k ðBÞ

�e�i~k �~Rei~p �~R
1

ðEr0 þ�hckÞ þ
1

ðEr0��hckÞ

" #

� 1

ðEs0þ�hckÞ þ
1

ðEs0��hckÞ

" #
1

�hcp��hck :

ð7:3:13Þ

Recognizing that the molecular polarizability of A is defined as

ajlðA; kÞ ¼
X
r

m0rj ðAÞmr0l ðAÞ
1

ðEr0 þ�hckÞ þ
1

ðEr0��hckÞ
� �

ð7:3:14Þ

with an analogous formula for the corresponding quantity of species

B, (7.3.13) can be written as

�
X
~p; e

N�hck
2e0V

� � �hcp
2e0V

� �
ajlðA; kÞaikðB; kÞ�eðlÞi ð~kÞeðlÞj ð~kÞeðeÞk ð~pÞ�eðeÞl ð~pÞ

�e�i~k �~Rei~p �~R
1

�hcp��hck : ð7:3:15Þ

The remaining 3 sets of 12 diagrams can be evaluated similarly and added

to (7.3.15) to give, for the change in energy shift, the expression

DEdyn ¼ N�hck
2e0V

 !
ajlðA;kÞaikðB;kÞ�eðlÞi ð~kÞeðlÞj ð~kÞ 1

2e0V

�
ei
~k �~RX

~p; e

�hcpeðeÞk ð~pÞ�eðeÞl ð~pÞ ei~p �~R

��hck��hcp þ e�i~p �~R
�hck��hcp

" #

þ e�i~k �~RX
~p; e

�hcp�eðeÞk ð~pÞeðeÞl ð~pÞ ei~p �~R
�hck��hcp þ e�i~p �~R

��hck��hcp

" #
8>>>>><
>>>>>:

9>>>>>=
>>>>>;
:

ð7:3:16Þ
The summation over virtual photon ð~p; eÞ appearing in (7.3.16) is identical
to that carried out in Section 4.2 in the context of resonant transfer of

DYNAMIC MECHANISM 319



excitation. Its result may be written down immediately in terms of the

retarded coupling tensor Vijðk;~RÞ (4.2.17), as in

X
~p; e

�hcp
2e0V

� �
e
ðeÞ
i ð~pÞ�eðeÞj ð~pÞ ei~p �~R

�hck��hcp þ e�i~p �~R

��hck��hcp

( )
¼ Vijðk;~RÞ:

ð7:3:17Þ
Hence, the energy shift (7.3.16) between a pair of molecules in fixed

relative orientation to each other and to the wavevector of the incident

radiation beam is

DEdyn ¼ N�hck
2e0V

� �
ajlðA;kÞaikðB;kÞ�eðlÞi ð~kÞeðlÞj ð~kÞReVklðk;~RÞðei~k �~R þe�i~k �~RÞ;

ð7:3:18Þ

which is seen to be proportional to the polarizability of each molecule. The

designation of this contribution as being dynamic is now clear in that a

definite amount of energy migrates between the pair accompanying the

exchange of a single virtual photon. This is manifested through the

appearance in DE of the coupling tensor Vklðk;~RÞ whose real part is taken
since the energy shift is real.

A state sequence representation of the dynamic contribution to the

radiation-induced intermolecular energy shift may also be effected. It bears

a close resemblance to the depiction of the Casimir–Polder potential via

state sequences and leads to the expression (7.3.16) for the energy shift.

In the present case, the hyperspace dimension n is also four since there are

four distinct photon creation–destruction events. For the contribution being

considered, they correspond to emission and absorption of a real photon at

different centers and single virtual photon exchange. The 48 possible time

orderings map onto two state sequence diagrams illustrated in Figs. 7.4

and 7.5, each containing 24unique paths due to the 4! possible permutations

of the four unique interaction vertices or vector coefficients used to depict

them. Therefore, the basis set used for the construction of the state sequence

diagram for the retarded dispersion potential, I ¼ f1~i1; 1~i2; 1~i3; 1~i4g, can
be used in the present problem. A consequence of this identification is that

the structure coefficients calculated using (1.10.14) are the binomial

coefficients 1 4 6 4 1 as occurred in Section 5.5. In Fig. 7.4, the state

sequences represent time orderings in which absorption of a real photon at

either center occurs before emission of the real photon with the virtual

photon propagating in either direction. Meanwhile in Fig. 7.5, the 24
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pathways depicted in the state sequences correspond to time orderings in

which emission of a real photon, at either site, takes place before absorption

of the real photon at the other species, with the virtual photon again

traversing from A to B or from B to A. Hence, in each of the two state

sequence diagrams, six pathways come from each of the 4 sets of 12

diagrams shown in Fig. 7.3a–d. The superscript appearing on the virtual

photon label inside of a state sequence box denotes the site of virtual

emission. Furthermore, a k or a p appearing in the upper right-hand corner

of a cell signifies the type of photon that has already been emitted and

absorbed in some order.

7.4 STATIC MECHANISM

When either one or both of the species is polar, there is an additional

contribution to the radiation-induced intermolecular energy shift

(Bradshaw and Andrews, 2005). It is also of fourth order in perturbation

FIGURE 7.4 One of the two state sequence diagrams used in the calculation of

the dynamic mechanism of the radiation-induced intermolecular interaction. This

set is associated with the absorption of the real photon ð~k; lÞoccurring before its
time-ordered emission at the other center.
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theory with initial and final states that are identical to one another and equal

to those used to represent the dynamic mechanism and given by (7.2.6). As

in the dynamic mechanism, the two molecules interact via the exchange of

a single virtual photon, but unlike the dynamic contribution, the real photon

is scattered by the same molecular center. This extra contribution to DE is

termed as the ‘‘static’’ mechanism as no net energy is relayed between the

pair on migration of a virtual photon. Pictorially, this process may be

represented by 48 time-ordered diagrams, which may also be grouped into

4 sets of 12 graphs. A representative graph from each of the four sets is

illustrated in Fig. 7.6. As for the dynamic mechanism, a state sequence

diagram may be drawn to depict the process and used to compute the

energy shift. Because there are again four unique photonic processes,

corresponding to emission and absorption of a real photon at one site, either

A or B, and single virtual photon exchange, the hyperspace dimension

n¼ 4. Two state sequence diagrams each containing 24 pathways are

generated with structure coefficients given by the fourth row of Pascal’s

FIGURE 7.5 One of the two state sequence diagrams used in the calculation

of the dynamic mechanism of the radiation-induced intermolecular interaction.

This set is associated with the emission of the real photon occurring before the

time-ordered absorption of the real photon at the other interaction site.
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triangle. One of them is shown in Fig. 7.7 in which scattering of the real

photon occurs at molecule A. The other diagram is easily obtained on

interchanging A and B.

Again the starting point for the computation is the total Hamilto-

nian (7.2.4), with electric dipole coupling Hamiltonian (7.2.5). It is now

shown how the first set of 12 time-ordered diagrams, explicitly drawn

in Fig. 7.8, of the type shown in Fig. 7.6a, are added and simplified.

Listed in Table 7.2 are the energy denominator products corresponding

to the 12 graphs of Fig. 7.8. Adding the contribution from the 12

FIGURE 7.6 (a)–(d) Representative time-ordered diagrams from each of the 4

sets of 12 graphs that contribute to the static mechanism of the radiation-induced

energy shift.
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graphs produces

�
X
~p; e

X
r; s

N�hck
2e0V

 ! �hcp
2e0V

 !
e
ðlÞ
i ð~kÞ�eðlÞj ð~kÞ�eðeÞk ð~pÞeðeÞl ð~pÞei~p �~Rm00l ðBÞ

�

m0sk ðAÞmsrj ðAÞmr0i ðAÞ
Ei

þ m0sj ðAÞmsrk ðAÞmr0i ðAÞ
Eii

þ m0sj ðAÞmsrk ðAÞmr0i ðAÞ
Eiii

þ m0sj ðAÞmsri ðAÞmr0k ðAÞ
Eiv

þ m0sj ðAÞmsri ðAÞmr0k ðAÞ
Ev

þ m0sj ðAÞmsri ðAÞmr0k ðAÞ
Evi

þ m0sk ðAÞmsri ðAÞmr0j ðAÞ
Evii

þ m0si ðAÞmsrk ðAÞmr0j ðAÞ
Eviii

þ m0si ðAÞmsrk ðAÞmr0j ðAÞ
Eix

þ m0si ðAÞmsrj ðAÞmr0k ðAÞ
Ex

þ m0si ðAÞmsrj ðAÞmr0k ðAÞ
Exi

þ m0si ðAÞmsrj ðAÞmr0k ðAÞ
Exii

8>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>>;

�

ð7:4:1Þ

FIGURE 7.7 One of the two state sequence diagrams representing the static

contribution to the radiation-induced intermolecular interaction energy. In this

picture, scattering of a real photon occurs at molecule A. The other diagram is

obtained on interchanging A and B.
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FIGURE 7.8 Twelve time-ordered graphs contributing to the static mechanism

in which scattering of a real photon occurs at A with virtual photon traveling from

A to B.
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In the expression above, m00i ðxÞ is the ground-state permanent electric

dipolemoment of species x, hEx
0jmiðxÞjEx

0i, andEa; a¼ i–xii, are the energy

denominators displayed in Table 7.2. It is now shown how the terms within

braces, including the sums over r and s, may be simplified considerably.

Adding the fifth and sixth terms gives

m0sj m
sr
i m

r0
k

1

Ev

þ 1

Evi

� �
¼ m0sj m

sr
i m

r0
k

ðEr0þ�hcpÞðEs0��hckÞ�hcp ; ð7:4:2Þ

which when added to the fourth term results in

m0sj m
sr
i m

r0
k

1

ðEr0þ�hcpÞðEs0��hckÞ�hcp þ
1

Eiv

� �
¼ m0sj m

sr
i m

r0
k

ðEs0��hckÞEr0
�hcp :

ð7:4:3Þ
Addition of second and third terms produces

m0sj m
sr
k m

r0
i

1

Eii

þ 1

Eiii

� �
¼ m0sj m

sr
k m

r0
i

ðEr0��hckÞðEs0��hckÞ�hcp : ð7:4:4Þ

Terms eight and nine sum to

m0si m
sr
k m

r0
j

1

Eviii

þ 1

Eix

� �
¼ m0si m

sr
k m

r0
j

ðEr0þ�hckÞðEs0þ�hckÞ�hcp : ð7:4:5Þ

TABLE 7.2 Energy Denominators Corresponding to Time-Ordered
Diagrams of Fig. 7.8

Graph Energy Denominator

(i) Ei ¼ ðEr0��hckÞEs0
�hcp

(ii) Eii ¼ ðEr0��hckÞðEs0��hckþ�hcpÞ�hcp
(iii) Eiii ¼ ðEr0��hckÞðEs0��hckþ�hcpÞðEs0��hckÞ
(iv) Eiv ¼ ðEr0 þ�hcpÞðEs0��hckÞEr0

(v) Ev ¼ ðEr0þ�hcpÞðEs0��hckþ�hcpÞðEs0��hckÞ
(vi) Evi ¼ ðEr0 þ�hcpÞðEs0��hckþ�hcpÞ�hcp
(vii) Evii ¼ ðEr0 þ�hckÞEs0

�hcp
(viii) Eviii ¼ ðEr0þ�hckÞðEs0þ�hckþ�hcpÞ�hcp
(ix) Eix ¼ ðEr0 þ�hckÞðEs0 þ�hckþ�hcpÞðEs0 þ�hckÞ
(x) Ex ¼ ðEr0þ�hcpÞðEs0þ�hckÞEr0

(xi) Exi ¼ ðEr0 þ�hcpÞðEs0þ�hckþ�hcpÞðEs0þ�hckÞ
(xii) Exii ¼ ðEr0 þ�hcpÞðEs0 þ�hckþ�hcpÞ�hcp
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Meanwhile, adding the tenth term to the sum of terms 11 and 12

yields

m0si m
sr
j m

r0
k

1

Exi

þ 1

Exii

þ 1

Ex

� �

¼ m0si m
sr
j m

r0
k

1

ðEr0þ�hcpÞðEs0þ�hckÞ�hcp þ
1

Ex

� �
¼ m0si m

sr
j m

r0
k

ðEs0þ�hckÞEr0
�hcp :

ð7:4:6Þ
Terms one and seven remain unaltered. Adding these six terms,

namely, equations (7.4.3)–(7.4.6) to 1
Ei
þ 1

Evii
, results in

1
�hcp

X
r; s

m0si ðAÞmsrj ðAÞmr0k ðAÞ
ðEs0þ�hckÞEr0

þ m0si ðAÞmsrk ðAÞmr0j ðAÞ
ðEr0þ�hckÞðEs0þ�hckÞ

þ m0sj ðAÞmsri ðAÞmr0k ðAÞ
ðEs0��hckÞEr0

þ m0sj ðAÞmsrk ðAÞmr0i ðAÞ
ðEr0��hckÞðEs0��hckÞ

þ m0sk ðAÞmsri ðAÞmr0j ðAÞ
ðEr0þ�hckÞEs0

þ m0sk ðAÞmsrj ðAÞmr0i ðAÞ
ðEr0��hckÞEs0

8>>>>>>>>>><
>>>>>>>>>>:

9>>>>>>>>>>=
>>>>>>>>>>;

¼ 1
�hcpbijkðA;kÞ;

ð7:4:7Þ

which is defined to be ð�hcpÞ�1
multiplied by the molecular first hyperpolar-

izability of molecule A. This enables the energy shift (7.4.1) to bewritten as

�
X
~p; e

N�hck
2e0V

� �
1

2e0V

� �
e
ðlÞ
i ð~kÞ�eðlÞj ð~kÞ�eðeÞk ð~pÞeðeÞl ð~pÞei~p �~RbijkðA;kÞm00l ðBÞ:

ð7:4:8Þ
For the second set of 12graphs, oneofwhich is shown inFig. 7.6b, thevirtual

photon propagates fromB toA. The contribution to the energy shift from this

set ofdiagrams is then identical to (7.4.8)except for replacementof the factor

ei~p �~R by e�i~p �~R : The molecular factor can again be summed to yield the

hyperpolarizability tensor (7.4.7). The contribution from the remaining

24 graphs is then easily obtained from the expression calculated from the

first 24 diagrams by interchanging A$B. Hence, the contribution to the

energy shift due to the static mechanism is

DEstat ¼�
X
~p; e

N�hck
2e0V

 !
1

2e0V

 !
e
ðlÞ
i ð~kÞ�eðlÞj ð~kÞeðeÞk ð~pÞ�eðeÞl ð~pÞ

� ½bijkðA;kÞm00l ðBÞþm00l ðAÞbijkðB;kÞ�ðei~p �~Rþe�i~p �~RÞ: ð7:4:9Þ
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To proceed further, the virtual photon polarization sum is executed using the

identity X
e

e
ðeÞ
k ð~pÞ�eðeÞl ð~pÞ ¼ dkl�p̂kp̂l ð7:4:10Þ

and the~p-sum converted to an integral viaX
~p

1

V
! 1

ð2pÞ3
ð
d3~p: ð7:4:11Þ

Equation (7.4.9) therefore becomes

DEstat ¼� N�hck
4e20V

 !
e
ðlÞ
i ð~kÞ�eðlÞj ð~kÞ bijkðA;kÞm00l ðBÞþm00l ðAÞbijkðB;kÞ

� 	

� 1

ð2pÞ3
ð
ðdkl�p̂kp̂lÞei~p �~Rd3~p; ð7:4:12Þ

on noting that the right-hand side of (7.4.10) is even in~p. Since for~p 6¼ 0

(Power, 1964),

1

ð2pÞ3e0

ð
ðdkl�p̂kp̂lÞei~p �~Rd3~p ¼ ~rk

~rl

1

4pe0R
¼� 1

4pe0R3
ðdkl�3R̂kR̂lÞ

¼�Vklð0;~RÞ; ð7:4:13Þ
DEstat can be written in terms of the static coupling tensor Vklð0;~RÞ as

(Bradshaw and Andrews, 2005)

DEstat ¼ N�hck
2e0V

� �
e
ðlÞ
i ð~kÞ�eðlÞj ð~kÞ bijkðA;kÞm00l ðBÞþm00l ðAÞbijkðB;kÞ

� 	
Vklð0;~RÞ:

ð7:4:14Þ
The total modification in intermolecular energy shift due to the action of

an intense laser field is then given by the sum of dynamic and static terms,

equations (7.3.18) and (7.4.14), respectively,

DE¼ DEdynþDEstat

¼ I

e0c
e
ðlÞ
i ð~kÞ�eðlÞj ð~kÞ

(
ajlðA;kÞaikðB;kÞcosð~k �~RÞReVklðk;~RÞ

þ 1

2
bijkðA;kÞm00l ðBÞþm00l ðAÞbijkðB;kÞ
� 	

Vklð0;~RÞ
�
; ð7:4:15Þ
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where I is the irradiance of the incident beam. It isworth pointing out that the

first termof (7.4.15) permitsA andB to be transposed, as evident by i,j- andk,

l-index symmetry. In contrast, A and B are distinct species in the second,

static contribution. Further, both the permanent moment and the linear

hyperpolarizability are equal to zero if either A or B is centrosymmertric

resulting in the DEstat contribution vanishing.

It should, of course, not be forgotten that the dominant contribution to the

interaction energy between two polar species is the electrostatic interaction

between two permanent dipoles, which is larger than bothDEdyn andDEstat.

In the multipolar formalism, this energy shift is calculated using second-

order perturbation theory via the formula

DE ¼ �
X
I

h0jHintjIihIjHintj0i
EI�E0

: ð7:4:16Þ

The total and interaction Hamiltonians are once again given by (7.2.4)

and (7.2.5), with the initial and final states given by the ground state of the

total system,

j0i ¼ jEA
0 ;E

B
0 ; 0ð~p; eÞi: ð7:4:17Þ

Two time-ordered diagrams represent the coupling and they are depicted in

Fig. 7.9 in which a single virtual photon propagates between the two sites.

FIGURE 7.9 Electrostatic Coulomb interaction.
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Standard evaluation leads directly to

DECoul ¼ � 1

2e0V

X
~p; e

�e
ðeÞ
i ð~pÞeðeÞj ð~pÞ

� m00i ðAÞm00j ðBÞei~p �~R þ m00j ðAÞm00i ðBÞe�i~p �~R
n o

: ð7:4:18Þ

Carrying out the polarization sum using (7.4.10), taking advantage of

i, j-index symmetry, and converting the~p-sum to an integral using (7.4.11)

yields

DECoul ¼ � 1

ð2pÞ3e0
m00i ðAÞm00j ðBÞ

ð
ðdij�p̂ip̂jÞei~p �~Rd3~p: ð7:4:19Þ

Comparing (7.4.19) with expression (7.4.12) for DEstat, it is seen that the
~p�dependent part is identical in both cases.Hence, using the result (7.4.13),

the interaction energy between two ground-state permanent dipoles is

DECoul ¼ 1

4pe0R3
m00i ðAÞm00j ðBÞðdij�3R̂iR̂jÞ; ð7:4:20Þ

which is the familiar static dipolar coupling energy. It is interesting to note

that use of multipolar coupling that involves the emission and absorption

of transverse photons contains the static interaction term.

7.5 MOLECULAR AND PAIR ORIENTATIONAL AVERAGING

The result (7.4.15) for the radiation-induced energy shift between two

interacting molecules obtained in the previous section applies to an A–B

pair in which the internuclear separation ~R is fixed relative to the wave-

vector ~k of the impinging laser and with the orientation of each species

fixed relative to each other. For a molecular pair in the gaseous or liquid

state, an average over all ~R relative to~k and over the relative orientations

of A and B is required. The former is called the pair orientational average

while the latter is known as themolecular average. Carrying out this second

average on DEstat, (7.4.14), results in this contribution vanishing. This is

easy to see since an orientational average of the first hyperpolarizability

using result (B.5) from Appendix B introduces a factor hbijkðx; kÞi ¼
1
6
eijkelmnblmnðx; kÞ, where Latin subscripts refer to Cartesian components in

the space-fixed frame, while Greek suffixes refer to molecule-fixed frame

axes. When contracting this factor with other tensor components featuring

in DEstat, it is evident that the product of polarization factors is symmetric
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in the indices i and j, while the alternating tensor eijk is antisymmetric in this

pair. Hence, hDEstati ¼ 0, where the angular brackets denote an averaged

result. Performinga similarmolecular averageon thedynamic term (7.3.18)

using the result hajlðA; kÞaikðB; kÞi ¼ djldikaðA; kÞaðB; kÞwhere a factor of
1/3 has been included in each of the isotropic polarizabilities leads to

DEdyn ¼ I

e0c

� �
e
ðlÞ
i ð~kÞ�eðlÞj ð~kÞaðA; kÞaðB; kÞcosð~k �~RÞReVijðk;~RÞ:

ð7:5:1Þ
Apair orientational average is now carried out on the dynamic term (7.5.1).

Replacing the polarization vector product e
ðlÞ
i ð~kÞ�eðlÞj ð~kÞ by 1

2
ðdij�k̂ik̂jÞ,

and rewriting cosð~k �~RÞ in exponential form produces

DEdyn ¼ I

4e0c

� �
aðA; kÞaðB; kÞðdij�k̂ik̂jÞReVijðk;~RÞðei~k �~R þ e�i~k �~RÞ:

ð7:5:2Þ
The tumbling average is performed using the result

hðdij�k̂ik̂jÞe�i~k �~Ri¼ 1

4p

ð
ðdij�k̂ik̂jÞe�i~k �~RdW¼ 1

k3
ð�~r2

dijþ~ri
~rjÞsin kR

R

¼ ðdij�R̂iR̂jÞsin kR
kR

þðdij�3R̂iR̂jÞ cos kR

k2R2
�sin kR

k3R3

 !( )
:

ð7:5:3Þ
Inserting the right-hand most side of (7.5.3) along with ReVijðk;~RÞ from
expression (4.2.17) into (7.5.2), contracting the tensors and expressing the

trigonometric factors in terms of double angles produces, for the dynamic

term contributing to the change in mutual interaction energy caused by an

external radiation field, the result for a freely tumbling pair

hDEdyni¼� I

8pe20cR3
aðA;kÞaðB;kÞ

� kR sin 2kRþ2 cos 2kR�5
sin2kR

kR
�6

cos2kR

k2R2
þ3

sin2kR

k3R3

� �
:

ð7:5:4Þ
The energy shift is seen to be linearly proportional to the laser irradiance,

and to the polarizability of each molecule, and is independent of the

polarization characteristics of the incident field. From the expression valid
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for allR beyondwavefunction overlap (7.5.4), it is a simplematter to obtain

the asymptotic form of the energy shift in the limit of far and near zones.

For the former, in which kR�1,

hDEFZ
dyni¼� Ik

8pe20cR2
aðA;kÞaðB;kÞsin 2kR; ð7:5:5Þ

exhibiting amodulated inverse square lawbehavior. In the near zone,where

kR	1, expanding the sine and cosine functions as McLaurin series leads

to the limiting form

hDENZ
dyni¼� 11Ik2

60pe20cR
aðA;kÞaðB;kÞ; ð7:5:6Þ

which has R�1 dependence on separation distance. Comparing with the

London dispersion energy (5.2.22), which has inverse sixth power depen-

dence and a much more rapid falloff, (7.5.6) can be appreciable for a large

number of pairs as in a molecular assembly. Another method by which

hDENZ
dyni may be increased in magnitude is if the frequency of the incident

laser is tuned to near resonance with an atomic or molecular transition

frequency, thereby resonantly enhancing the dynamic polarizability.

7.6 POLARIZATION ANALYSIS

It is instructive to return to the result (7.5.1) when the orientation of the

molecular pair is kept fixed relative to the direction of propagation of the

incident beam and examine the polarization characteristics of the applied

radiation field and its effect on the energy shift. The incoming beam is

taken to have one of the two different polarizations—either linear

polarization or circular (left-hand/right-hand) polarization. Moreover,

the incident laser is taken to propagate in one of the two different

directions with respect to the intermolecular separation distance vector,
~R, being either parallel (||) or perpendicular (?). Expression (7.5.1) is to be

analyzed in detail for each of the four possible combinations (Thiruna-

machandran, 1980), on making use of the fact that~e,~b, and k̂ form a right-

handed set of vectors.

7.6.1 Parallel Propagation

When the incident field travels parallel to ~R, namely, ~kjj~R, then ~e is

perpendicular to ~R, that is,~e ? ~R, and cosð~k �~RÞ ¼ cos kR: Substituting
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for ReVijðk;~RÞ in (7.5.1) produces

DEjj
dyn¼

I

4pe20cR3
e
ðlÞ
i ð~kÞ�eðlÞj ð~kÞaðA;kÞaðB;kÞ

�½ðdij�3R̂iR̂jÞðcoskRþkRsinkRÞ�ðdij�R̂iR̂jÞk2R2 coskR�cosðkRÞ:
ð7:6:1Þ

7.6.1.1 Linear Polarization Noting that for linearly polarized light,

dije
ðlÞ
i ð~kÞ�eðlÞj ð~kÞ ¼ 1 and e

ðlÞ
i ð~kÞ�eðlÞj ð~kÞR̂iR̂j ¼ 0, equation (7.6.1) becomes

DEjjðlinÞ
dyn ¼ I

4pe20cR3
aðA; kÞaðB; kÞ

� cos2kRþ kR sin kR cos kRÞ�k2R2 cos2kR
� 	

: ð7:6:2Þ
In the far zone, kR � 1 so that (7.6.2) tends to

DEjjðlinÞ
dyn ðFZÞ ¼ � Ik2

4pe20cR
aðA; kÞaðB; kÞ cos2kR; ð7:6:3Þ

while in thenear zone, after expandingall three termswithin squarebrackets

of (7.6.2), which approximates to unity,

DEjjðlinÞ
dyn ðNZÞ ¼ I

4pe20cR3
aðA; kÞaðB; kÞ: ð7:6:4Þ

7.6.1.2 Circular Polarization When the incident radiation field is

circularly polarized, the energy shift (7.5.1) is

DEjjðL=RÞ
dyn ¼ I

e0c
e
ðL=RÞ
i ð~kÞ�eðL=RÞj ð~kÞaðA; kÞaðB; kÞReVijðk;~RÞ cos kR:

ð7:6:5Þ
Using the identity

e
ðL=RÞ
i ð~kÞ�eðL=RÞj ð~kÞ ¼ 1

2
ðdij � k̂ik̂jÞ � ieijkk̂k
h i

; ð7:6:6Þ
where the upper and lower signs refer to L- and R-circular polarization,

respectively, and noting that Vijðk;~RÞ is symmetric in i, j so that only the

i, j-symmetric part of (7.6.6) contributes, (7.6.5) becomes

DEjjðL=RÞ
dyn ¼ I

8pe20cR3
aðA; kÞaðB; kÞðdij�k̂ik̂jÞ

� ½ðdij�3R̂iR̂jÞðcos2kRþ kR sin kR cos kRÞ
�ðdij�R̂iR̂jÞk2R2 cos2 kR�; ð7:6:7Þ
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on inserting ReVijðk;~RÞ. Contracting the tensors andmaking use of the fact

that k̂ik̂jR̂iR̂j ¼ 1, DEjjðL=RÞ
dyn is found to be identical to the result (7.6.2)

obtained for linear polarization, that is,

DEjjðL=RÞ
dyn ¼ DEjjðlinÞ

dyn : ð7:6:8Þ
Identical limiting forms (7.6.3) and (7.6.4) therefore follow.

7.6.2 Perpendicular Propagation

If the incident field travels in a direction orthogonal to ~R, that is, ~k ? ~R,
then~ejj~R, and cos~k �~R ¼ 1. Thus, (7.5.1) can be written as

DE?
dyn ¼

I

4pe20cR3
e
ðlÞ
i ð~kÞ�eðlÞj ð~kÞaðA; kÞaðB; kÞ

� ½ðdij�3R̂iR̂jÞðcos kRþ kR sin kRÞ�ðdij�R̂iR̂jÞk2R2 cos kR�:
ð7:6:9Þ

7.6.2.1 Linear Polarization Contracting the tensor products for

linearly polarized light in (7.6.9), for which ðdij�3R̂iR̂jÞeðlÞi ð~kÞ�eðlÞj ð~kÞ ¼
�2 and ðdij�R̂iR̂jÞeðlÞi ð~kÞ�eðlÞj ð~kÞ ¼ 0, yields

DE?ðlinÞ
dyn ¼ � I

2pe20cR3
aðA; kÞaðB; kÞ cos kRþ kR sin kR½ �: ð7:6:10Þ

The asymptotic limits of this result are

DE?ðlinÞ
dyn ðFZÞ ¼ � Ik

2pe20cR2
aðA; kÞaðB; kÞ sin kR ð7:6:11Þ

and

DE?ðlinÞ
dyn ðNZÞ ¼ � I

2pe20cR3
aðA; kÞaðB; kÞ: ð7:6:12Þ

7.6.2.2 Circular Polarization For circularly polarized radiation

propagating perpendicularly to ~R, substituting the first term of (7.6.6)

and cos~k �~R ¼ 1 into (7.5.1) gives

DE?ðL=RÞ
dyn ¼ I

8pe20cR3
aðA; kÞaðB; kÞðdij�k̂ik̂jÞ

� ½ðdij�3R̂iR̂jÞðcoskRþ kR sin kRÞ�ðdij�R̂iR̂jÞk2R2 cos kR�:
ð7:6:13Þ
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With tensor contraction producing ðdij�k̂ik̂jÞðdij�3R̂iR̂jÞ ¼ �1 and

ðdij�k̂ik̂jÞðdij�R̂iR̂jÞ ¼ 1 since now k̂ik̂jR̂iR̂j ¼ 0, (7.6.13) becomes

DE?ðL=RÞ
dyn ¼ � I

8pe20cR3
aðA; kÞaðB; kÞ cos kRþ kR sin kRþ k2R2 cos kR

� 	
:

ð7:6:14Þ
In the far zone, (7.6.14) reduces to

DE?ðL=RÞ
dyn ðFZÞ ¼ � Ik2

8pe20cR
aðA; kÞaðB; kÞ cos kR; ð7:6:15Þ

while at small separations, the limit is

DE?ðL=RÞ
dyn ðNZÞ ¼ � I

8pe20cR3
aðA; kÞaðB; kÞ: ð7:6:16Þ

7.7 COLLAPSED GRAPHS AND EFFECTIVE
INTERACTION HAMILTONIAN

In Section 5.4, it was shown how second-order perturbation theory together

with an effective coupling Hamiltonian that is quadratic in the electric

displacement field, could be used to calculate the far-zone limit of the

Casimir–Polder potential more efficiently than using an interaction

Hamiltonian that is first order in ~d
?ð~rÞ. Pictorially, this amounted to

collapsing the linear interaction vertices occurring at each center to a
two-photon coupling vertex. This reduced the number of time-ordered
graphs to be summed over from four to two. A similar approach may be
adopted for the computation of the change in intermolecular interaction
energy caused by an applied radiation field. It is again convenient to
consider the two contributions to the energy shift, the dynamic and static
mechanisms, separately. Beginning with the former term, the 48 Feynman
diagrams used to visualize the interaction, with representatives shown
in Figs. 7.2 and 7.3, may be reduced to four time orderings with each
containing collapsed two-photon interaction vertices at each site. They are
illustrated in Fig. 7.10, the respective classes representing 12 time orderings
are shown in Fig. 7.10a–d.

Instead of the interaction Hamiltonian (7.2.5), the effective coupling

operator (5.4.12) is employed,

H
eff; int
dyn ¼ �e�2

0 aikðA; kÞd?
i ð~k; l;~RAÞd?

k ð~p; e;~RAÞ
�e�2

0 ajlðB; kÞd?
j ð~k; l;~RBÞd?

l ð~p; e;~RBÞ;
ð7:7:1Þ

which is proportional to the molecular polarizability, aijðx; kÞ, and is

bilinear in the electric displacement field, with real and virtual photons

characterized by modes ð~k; lÞ and ð~p; eÞ, respectively. Hence, the effective
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two-photon interaction Hamiltonian can be interpreted as each molecule

responding to the incident field via its frequency dependent polarizability

and radiating a virtual photon. The product of the displacement field is

easily written as

d?
i ð~kÞd?

j ð~pÞ ¼ �
�hcke0
2V

 !1=2 �hcpe0
2V

 !1=2

�
h
e
ðlÞ
i ð~kÞeðeÞj ð~pÞaðlÞð~kÞaðeÞð~pÞeið~k þ~pÞ �~R�e

ðlÞ
i ð~kÞ�eðeÞj ð~pÞ

�aðlÞð~kÞa†ðeÞð~pÞeið~k�~pÞ �~R

��eðlÞi ð~kÞeðeÞj ð~pÞa†ðlÞð~kÞaðeÞð~pÞe�ið~k�~pÞ �~R þ�e
ðlÞ
i ð~kÞ�eðeÞj ð~pÞ

�a†ðlÞð~kÞa†ðeÞð~pÞe�ið~k þ~pÞ �~R
i
:

ð7:7:2Þ

FIGURE 7.10 Time-ordered diagrams for dynamic mechanism containing

collapsed interaction vertices.
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The energy shift is calculated using the second-order perturbation theory

formula (5.4.13). Because there is no overall change in the state of the

radiation field, only the second and third terms in the field operator

expansion (7.7.2) are needed in the evaluation of matrix elements. With

initial and final states given by (7.2.6), the sumof the contributions from the

four graphs of Fig. 7.10 is found to be

DEdyn ¼ N�hck
2e0V

 !
�e
ðlÞ
i ð~kÞeðlÞj ð~kÞaikðA; kÞajlðB; kÞ

�

e�i~k �~R
X
~p; e

�hcp
2e0V

 !

� e
ðeÞ
k ð~pÞ�eðeÞl ð~pÞ ei~p �~R

�hck��hcp

"
þ�e

ðeÞ
k ð~pÞeðeÞl ð~pÞ e�i~p �~R

��hck��hcp

#

þ ei
~k �~R
X
~p; e

�hcp
2e0V

 !

� �e
ðeÞ
k ð~pÞeðeÞl ð~pÞ e�i~p �~R

�hck��hcp þ e
ðeÞ
k ð~pÞ�eðeÞl ð~pÞ ei~p �~R

��hck��hcp

" #

8>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>;

;

ð7:7:3Þ

on letting N þ 1 equal N, which is appropriate for an intense laser.

Expression (7.7.3) is identical to result (7.3.16).

As detailed in Section 7.4 and illustrated in Fig. 7.6, an extra contribution

to the radiation-induced intermolecular energy shift occurs if A and B are

polar, which according to perturbation theory is understood as arising from

traversal of a virtual photon between the pair and scattering of a real

incident photon exclusively at one center or the other.As in the computation

of DEdyn, the evaluation of the static contribution to the energy shift can be

simplified considerably by collapsing the interaction vertices at the site at

which the real photon is first absorbed/emitted and then emitted/absorbed

and employing an effective nonlinear interaction Hamiltonian. Again, the

48 time-ordered diagrams that are required to be summed over when field

operators that can only change the number of photons by one are used are

reduced by a factor of 12 on collapsing interaction vertices. The 4 graphs,

each of which represents the 12 time orderings exemplified by diagrams

shown in Fig. 7.6a–d, are now drawn as in Fig. 7.11 and feature a 3-photon

interaction vertex.
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It is sufficient to use second-order perturbation theory to compute the

energy shift via formula (5.4.13). The appropriate effective interaction

Hamiltonian takes the form

H
eff; int
stat ðxÞ ¼�e�1

0 miðxÞd?
i ð~p; e;~RxÞ

�e�3
0 bijkðx; kÞd?

i ð~k; l;~RxÞd?
j ð~p; e;~RxÞd?

k ð~k; l;~RxÞ;
x ¼ A;B: ð7:7:4Þ

The second term of (7.7.4) represents the three-photon coupling and is

interpreted as molecule x responding to the incident radiation field of mode

ð~k; lÞ through its hyperpolarizability tensor, bijkðx; kÞ, by elastic scattering
of a photon in the forward direction and by the radiation of a virtual photon

of mode ð~p; eÞ. An identical coupling term has been used to treat optical

rotation in the two-group model (Craig and Thirunamachandran, 1998a,

FIGURE 7.11 Static mechanism graphs containing collapsed interaction

vertices.
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Section 8.10). Computation of the energy shift is facilitated by calculating

the trilinear field product

d?
i ð~k; l;~rÞd?

j ð~p; e;~rÞd?
k ð~k; l;~rÞ

¼ i3
�hcke0
2V

 ! �hcpe0
2V

 !1=2

�
h
e
ðlÞ
i ð~kÞaðlÞð~kÞei~k �~r��eðlÞi ð~kÞa†ðlÞð~kÞe�i~k �~r

i
�
h
e
ðeÞ
j ð~pÞaðeÞð~pÞei~p �~r��eðeÞj ð~pÞa†ðeÞð~pÞe�i~p �~r

i
�
h
e
ðlÞ
k ð~kÞaðlÞð~kÞei~k �~r��eðlÞk ð~kÞa†ðlÞð~kÞe�i~k �~r

i
: ð7:7:5Þ

With the initial and final states given by (7.2.6), the sumof the contributions

from the four graphs of Fig. 7.11 is found to be

DEstat ¼ �
X
~p; e

N�hck
2e0V

 !
1

2e0V

 !
e
ðlÞ
i ð~kÞ�eðlÞk ð~kÞeðeÞj ð~pÞ�eðeÞl ð~pÞ

� ½m00l ðAÞbijkðB; kÞþ bijkðA; kÞm00l ðBÞ�ðei~p �~R þ e�i~p �~RÞ;
ð7:7:6Þ

which is equivalent to expression (7.4.9) and leads to the result (7.4.14) for

the static contribution to the energy shift.

7.8 RADIATION-INDUCED INTERMOLECULAR
INTERACTION VIA THE METHOD OF INDUCED MOMENTS

In Section 5.8, the induced multipole moment approach was introduced as

an alternative physical viewpoint and calculational method for the evalua-

tion of dispersion energy shifts. Not only the interactions between ground-

state species were easily obtained but also coupling energies involving

molecules in electronically excited states were derived more readily

relative to diagrammatic perturbation theory techniques. The versatility

of the method is now demonstrated by applying it to the computation of the

radiation-induced change in intermolecular interaction energy (Craig and

Thirunamachandran, 1999).

As in the calculation of dispersion forces, the central concept remains

that fluctuations in the electromagnetic field induce multipole moments in

polarizable molecules, which in turn couple via the resonant interaction

tensor. Instead of calculating the expectation value of the interaction

energy over the vacuum state of the radiation field, as was done for both
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ground- and excited-state contributions to the dispersion potential, for the

computation of the modification of DE for an interacting molecular pair by

electromagnetic radiation, the radiation field is now represented by the state

jNð~k; lÞi corresponding to an intense laser containing N photons. Apart

from a few subtle changes, the formulas presented in Section 5.8

are applicable to the current problem. In this section, it is shown how the

induced moment approach enables DEdyn and DEstat to be calculated in a

facile manner (Salam, 2006b, 2007).

Let the incident laser be of mode ð~k; lÞ. In a polarizable species x, the
leading contribution to the induced electric dipole moment is given by

mindi ðxÞ ¼ e�1
0 aijðx; kÞd?

j ð~k; l;~RxÞ; ð7:8:1Þ
where aijðx; kÞ is the anisotropic frequency dependent electric dipole

polarizability, defined by (5.8.2). Coupling of the moments induced at

each site through the resonant interaction tensor Vijðk;~RÞ, the latter given
by (5.8.3), gives rise to the dynamic contribution to the energy shift,

DEdyn ¼ mindi ðAÞmindj ðBÞReVijðk;~RÞ
¼ e�2

0 aikðA; kÞajlðB; kÞd?
k ð~k; l;~RAÞd?

l ð~k; l;~RBÞReVijðk;~RÞ;
ð7:8:2Þ

where the second line of (7.8.2) has been obtained on inserting (7.8.1). The

expectation value of (7.8.2) is taken over the state j0A; 0B;Nð~k; lÞi. As
earlier, themolecular part results in the ground-state electric dipole polariz-

ability of each species. In contrast to the calculation of the dispersion

interaction, where for the radiation field, the expectation value was taken

over the spatial correlation function of the vacuum field, the product of

transverse electric displacement fields at spatially different points is eval-

uated over a state of the field containingN photons in the present case. This

quantity was evaluated previously and is given by expression (5.9.38). For

an intense beamof laser light,Nþ 1 
 N. Aftermaking this approximation

and inserting (5.9.38) into (7.8.2), the change in energy shift is found to be

DEdyn ¼ N�hck
2e0V

� �
e
ðlÞ
k ð~kÞ�eðlÞl ð~kÞaikðA; kÞajlðB; kÞ

�ðei~k �~R þ e�i~k �~RÞReVijðk;~RÞ;
ð7:8:3Þ

which is identical to result (7.3.18) obtained using diagrammatic perturba-

tion theory for a pair of anisotropic molecules in fixed relative orientation

with respect to the incoming laser.
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When either one or both ofA andB are polar, it was shown in Section 7.4

that there is a contribution to the change in mutual interaction energy

for oriented systems that depends on static intermolecular coupling. To

calculate this term using the inducedmoment method, additional multipole

moments induced by the external radiation field have to be accounted for.

These extra terms are

mindi ðxÞ ¼ msi ðxÞþ e�1
0 aijðx; kÞd?

j ð~k; l;~RxÞ
þ e�2

0 bijkðx; kÞd?
j ð~k; l;~RxÞd?

k ð~k; l;~RxÞ; ð7:8:4Þ
where msi ðxÞ is the ith Cartesian component of the static electric dipole

moment operator ofmolecule x and bijkðx; kÞ is the first hyperpolarizability
tensor. Substituting formula (7.8.4) for the induced dipole moment of each

species into the expression for the interaction energy, retaining terms

appropriate for the static contribution to the energy shift, namely, the

contributions involving msi and bijk, and neglecting the term proportional to

the molecular polarizability since this contribution was already accounted

for in the computation of the dynamic term of the energy shift, DEstat is

obtained from

DEstat ¼ ½msi ðAÞþ e�2
0 bipqðA; kÞd?

p ð~k; l;~RAÞd?
q ð~k; l;~RAÞ�

� ½msj ðBÞþ e�2
0 bjrsðB; kÞd?

r ð~k; l;~RBÞd?
s ð~k; l;~RBÞ�Vijð0;~RÞ:

ð7:8:5Þ
Since no energy is transferred between centers in the static mechanism, the

o! 0 limit of the resonant coupling tensor, Vijðk;~RÞ, (5.8.3)
Vijð0;~RÞ ¼ 1

4pe0R3
ðdij�3R̂iR̂jÞ; ð7:8:6Þ

appears in expression (7.8.5). As expected, taking the expectation value

over the ground state of the first term of (7.8.5) yields the Coulomb

interaction energy between two ground-state permanent moments (7.4.20),

evaluated inSection7.4usingdiagrammaticperturbation theory techniques.

To derive the field-induced energy shift, the expectation value of the

cross terms in (7.8.5) is evaluated over the state j0A; 0B;Nð~k; lÞi,
DEstat ¼ hNð~k;lÞ;0A;0Bj1

2
e�2
0 fmsi ðAÞbjrsðB;kÞd?

r ð~k;l;~RBÞd?
s ð~k;l;~RBÞ

þbipqðA;kÞmsj ðBÞd?
p ð~k;l;~RAÞd?

q ð~k;l;~RAÞgVijð0;~RÞj0B;0A;Nð~k;lÞi:
ð7:8:7Þ
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Index symmetry introduces the factor of one-half and enables the

identity ofA andB, whichmay be identical or different, to be distinguished.

Interestingly, the average value for the radiation field part of the energy

shift (7.8.7) involves the product of the electric displacement field at the

same point in space. Using the mode representation for d?
i ð~k; l;~rÞ, this

expectation value is easily calculated to be

hNð~k; lÞjd?
i ð~k; l;~RxÞd?

j ð~k; l;~RxÞjNð~k; lÞi

¼
�hcke0
2V

 !
ðNþ 1ÞeðlÞi ð~kÞ�eðlÞj ð~kÞþN�e

ðlÞ
i ð~kÞeðlÞj ð~kÞ

h i
:

ð7:8:8Þ

Comparison of (7.8.8) with the field–field spatial correlation function

(5.9.38) shows that the former may be obtained from the latter on letting

the two points in space coincide. For an intense beam of incident laser light,

it is justifiable to assume thatN þ 1�N. In that case, the two terms within

square brackets of (7.8.8) are seen to be complex conjugates of each other.

After evaluating the expectation value of the molecular part using the

matter states, (7.8.7) becomes

DEstat ¼ I

2e0c
eðlÞr ð~kÞ�eðlÞs ð~kÞ m00i ðAÞbjrsðB; kÞþ bjrsðA; kÞm00i ðBÞ� 	

Vijð0;~RÞ;
ð7:8:9Þ

where the definition of the irradiance of the laser I ¼ N�hc2k=V has been

used, m00i ðxÞ is the ground-state permanent electric dipole moment, and the

hyperpolarizability tensor is given explicitly by (7.4.7). Expression (7.8.9)

is in agreement with the perturbative result (7.4.14).

7.9 DISCRIMINATORY INTERMOLECULAR INTERACTION
IN A RADIATION FIELD: PERTURBATION THEORY

Intermolecular interactions between optically active species are discrimi-

natory. They are dependent on the handedness of each molecule, chromo-

phore or functional group. Examples were given of two such fundamental

interactions between chiral entities in each ofChapters 4 and 5.Onewas the

resonant transfer of electronic excitation energy, which was understood to

arise from single virtual photon exchange between the pair of molecules.

A second was the retarded van der Waals dispersion potential, which

according to perturbation theory, was interpreted as arising from the
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exchange of two virtual photons. In each of these cases, the source of

discrimination was due to inclusion of magnetic dipole coupling to the

radiation field and the resulting interference of this interaction termwith the

leading electric dipole contribution to coupling. Thus far, the treatment of

the change in intermolecular interaction due to the presence of an external

radiation field has been restricted to the electric dipole approximation and

the resulting modification of the energy shift—both static and dynamic

terms—are independent of the chirality of either molecule. By taking

account of the effects of magnetic dipole coupling, the shift in interaction

energy between a pair of coupled chiral molecules when subject to an

applied electromagnetic field is evaluated in this and the following two

sections. This is first carried out using the techniques of diagrammatic time-

dependent perturbation theory. Next, it is demonstrated how an identical

result may be obtained with significantly reduced labor and technical

sophistication by using the method of induced multipole moments. The

approach is a straightforward extension of the calculation performed in

the electric dipole approximation and presented in the previous section,

and the application of this method to the computation of the chiral

discrimination dispersion potential detailed in Section 5.9.3. A complete

polarization analysis is then carried out for circularly polarized incoming

radiation.

To evaluate the leading contribution to the change in interaction energy

between optically active systems, the electric dipole coupling terms of the

interaction Hamiltonian (7.2.5) are no longer sufficient. Magnetic dipole

interaction terms must be added to give

Hint ¼ �e�1
0 ~mðAÞ �~d?ð~RAÞ�~mðAÞ �~bð~RAÞ

�e�1
0 ~mðBÞ �~d?ð~RBÞ�~mðBÞ �~bð~RBÞ

ð7:9:1Þ

and the contribution proportional to the product of electric and magnetic

dipole moments at each molecule is extracted. Again, the process involves

scattering of a real photon at different centers and single virtual photon

exchange. The initial and final states of the total matter–field system are

given by (7.2.6), and the energy shift is computed using the expression for

the fourth-order perturbation theory correction. Evaluation is aided by

drawing of time-ordered diagrams. In total, 192 graphs contribute to DE.
They may be grouped into 4 sets of 48 diagrams. The four sets of diagrams

are identical to those that feature in the dynamic mechanism to the laser-

induced intermolecular energy shift when working in the electric dipole
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approximation, with representatives of the quartet displayed in Figs. 7.2

and 7.3. The fourfold increase in the number of time orderings in the present

case is due to replacement of one electric dipole interaction vertex by a

magnetic dipole one simultaneously at each center. A typical graph is

depicted in Fig. 7.12, one of the four possible time orderings associated

with graph (i) of Fig. 7.2.

Evaluating in the usual way, the four contributions associated with

permuting electric and magnetic interaction vertices in Fig. 7.12 whose

energy denominator in each case is given by the entry for graph (i) in

Table 7.1 produces the term

�
X
~p; e

X
r; s

N�hk
2e0V

 ! �hp
2e0V

 !
m0ri ðAÞmr0

k ðAÞm0sj ðBÞms0
l ðBÞe�i~k �~Rei~p �~R

� e
ðlÞ
i ð~kÞ�eðlÞj ð~kÞ�bðeÞk ð~pÞbðeÞl ð~pÞ�e

ðlÞ
i ð~kÞ�bðlÞl ð~kÞeðeÞj ð~pÞ�bðeÞk ð~pÞ

h
��eðlÞj ð~kÞbðlÞk ð~kÞ�eðeÞi ð~pÞbðeÞl ð~pÞþ b

ðlÞ
k ð~kÞ�bðlÞl ð~kÞ�eðeÞi ð~pÞeðeÞj ð~pÞ

i
�½ðEr0þ�hcpÞðEr0þEs0ÞðEs0��hckÞ��1;

ð7:9:2Þ
where use has been made of the relations m0r

k m
r0
i ¼ �m0ri m

r0
k and

m0s
l m

s0
j ¼ �m0sj m

s0
l . The remaining 44 graphs of this set, obtained from

the 11 time orderings illustrated by graphs (ii)–(xii) of Fig. 7.2, with

FIGURE 7.12 One of the 192 graphs for single virtual photon radiation-induced

chiral discrimination.
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denominators given in Table 7.1 may be computed similarly and added

to (7.9.2) to give

�
X
~p; e

X
r; s

N�hk
2e0V

 ! �hp
2e0V

 !
m0ri ðAÞmr0

k ðAÞm0sj ðBÞms0
l ðBÞe�i~k �~Rei~p �~R
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�e

ðlÞ
i ð~kÞ�bðlÞl ð~kÞeðeÞj ð~pÞ�bðeÞk ð~pÞ��eðlÞj ð~kÞbðlÞk ð~kÞ�eðeÞi ð~pÞbðeÞl ð~pÞ
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Ei

þ 1

Eii
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þ 1
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Eviii

� 1

Eix

"
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� 1

Exi

� 1

Exii

#
;

ð7:9:3Þ

whereE�1
a , a¼ i – xii refer to energy denominators corresponding to graphs

(i)–(xii) of Fig. 7.2 and listed in Table 7.1. It is now shown how the

denominator sum may be simplified.

1

Ei

þ 1

Ex

þ 1

Eii

¼ 1

ðEr0 þ�hckÞðEs0��hckÞðEr0þ�hcpÞ

þ 1

ðEr0þ�hcpÞð�hcp��hckÞðEs0��hckÞ

¼ 1

ðEr0þ�hckÞðEs0��hckÞð�hcp��hckÞ : ð7:9:4Þ

� 1

Eix

þ 1

Exi

� �
¼ � 1

ðEr0 þ�hckÞðEs0 þ�hckÞðEr0 þ�hcpÞ : ð7:9:5Þ

� 1

Eviii

þ 1

Exii

þ 1

Eiii

 !
¼ � 1

ðEr0þ�hcpÞðEs0þ�hckÞðEs0þ�hcpÞ

� 1

ðEr0 þ�hcpÞð�hcp��hckÞðEs0þ�hcpÞ

¼ � 1

ðEr0þ�hcpÞðEs0þ�hckÞð�hcp��hckÞ :

ð7:9:6Þ
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1

Evi

þ 1

Evii

þ 1

Eiv

¼ 1

ðEr0��hckÞðEs0þ�hckÞðEs0þ�hcpÞ
þ 1

ðEr0��hckÞð�hcp��hckÞðEs0þ�hcpÞ
¼ 1

ðEr0��hckÞðEs0 þ�hckÞð�hcp��hckÞ : ð7:9:7Þ
Adding the right-hand side of (7.9.6) to the right-hand side of (7.9.5) gives

� 1

ðEr0þ�hckÞðEs0þ�hckÞð�hcp��hckÞ : ð7:9:8Þ

Finally, adding (7.9.4), (7.9.7), and (7.9.8) to �E�1
v results in the sum of

energy denominators being given by

1

ð�hck��hcpÞ
1

ðEr0��hckÞðEs0��hckÞ�
1

ðEr0��hckÞðEs0 þ�hckÞ
�

� 1

ðEr0 þ�hckÞðEs0��hckÞ þ
1

ðEr0 þ�hckÞðEs0 þ�hckÞ
�
:

ð7:9:9Þ
From the definition of the anisotropic dynamic mixed electric–magnetic

dipole polarizability tensor Gijðx; kÞ(5.9.16), multiplying the molecular

factor appearing in (7.9.3) by (7.9.9) yields

X
r; s

m0ri ðAÞmr0
k ðAÞm0sj ðBÞms0

l ðBÞ
1

ðEr0��hckÞ�
1

ðEr0þ�hckÞ

( )

� 1

ðEs0��hckÞ�
1

ðEs0 þ�hckÞ

( )
1

ð�hck��hcpÞ
¼ GikðA; kÞGjlðB; kÞð�hck��hcpÞ�1: ð7:9:10Þ

Hence, (7.9.3) can be written as

�
X
~p; e

N�hk
2e0V

 ! �hp
2e0V

 !
GikðA; kÞGjlðB; kÞe�i~k �~Rei~p �~R

1

ð�hck��hcpÞ

� b
ðlÞ
k ð~kÞ�bðlÞl ð~kÞ�eðeÞi ð~pÞeðeÞj ð~pÞþ e

ðlÞ
i ð~kÞ�eðlÞj ð~kÞ�bðeÞk ð~pÞbðeÞl ð~pÞ

h
�e

ðlÞ
i ð~kÞ�bðlÞl ð~kÞeðeÞj ð~pÞ�bðeÞk ð~pÞ��eðlÞj ð~kÞbðlÞk ð~kÞ�eðeÞi ð~pÞbðeÞl ð~pÞ

i
:

ð7:9:11Þ
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The contribution from the remaining 3 sets of 48 graphs may be similarly

evaluated and summed and then added to (7.9.11) to give

DE ¼ �
X
~p; e

N�hk
2e0V

 ! �hp
2e0V

 !
GikðA; kÞGjlðB; kÞ

� b
ðlÞ
k ð~kÞ�bðlÞl ð~kÞ�eðeÞi ð~pÞeðeÞj ð~pÞþ e

ðlÞ
i ð~kÞ�eðlÞj ð~kÞ�bðeÞk ð~pÞbðeÞl ð~pÞ

h
�e

ðlÞ
i ð~kÞ�bðlÞl ð~kÞeðeÞj ð~pÞ�bðeÞk ð~pÞ��eðlÞj ð~kÞbðlÞk ð~kÞ�eðeÞi ð~pÞbðeÞl ð~pÞ

i

� ei
~k �~Rei~p �~R

��hck��hcp þ ei
~k �~Re�i~p �~R
�hck��hcp þ e�i~k �~Rei~p �~R

�hck��hcp þ e�i~k �~Re�i~p �~R

��hck��hcp

" #
:

ð7:9:12Þ

To proceed further, the familiar steps associated with the summation of

virtual photon variables are carried out. The various polarization sums are

executed with the aid of identities (1.4.56) to (1.4.58). After converting the

wavevector sum to an integral, the angular averages are performed using

relations (4.2.12) and (4.4.7). The ensuing p-integrals are evaluated using

the results

1

2p2e0

ð1
0

p4

ðk2�p2Þ ðdij�R̂iR̂jÞ sin pR
pR

þðdij�3R̂iR̂jÞ cos pR

p2R2
� sin pR

p3R3

� �� �
dp

¼ �ReVijðk;~RÞ; ð7:9:13Þ

and

k

2p2e0c
eijkR̂k

ð1
0

1

ðk2�p2Þ
p2 cos pR

R
� p sin pR

R2

� �
dp ¼ ImUijðk;~RÞ;

ð7:9:14Þ

where Vijðk;~RÞ and Uijðk;~RÞ are defined by (4.2.17) and (4.4.11), respec-
tively. In the last two relations, the� superscripts have been dropped from

the interaction tensors as the operators preceding Vijðk;~RÞ and Uijðk;~RÞ
render the distinction in signs superfluous. The resulting change in energy

shift between a pair of interacting oriented chiral molecules due to the
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presence of an intense electromagnetic field is

DE ¼ N�hk
e0V

 !
GikðA; kÞGjlðB; kÞ

(
b
ðlÞ
k ð~kÞ�bðlÞl ð~kÞ ReVijðk;~RÞ

h

þ e
ðlÞ
i ð~kÞ�eðlÞj ð~kÞ ReVklðk;~RÞ

i
�c e

ðlÞ
i ð~kÞ�bðlÞl ð~kÞ ImUjkðk;~RÞ

h
�e

ðlÞ
j ð~kÞ�bðlÞk ð~kÞ ImUilðk;~RÞ

i�
cosð~k �~RÞ: ð7:9:15Þ

Before going on to derive results for randomly oriented and freely tumbling

molecular species and carrying out a polarization analysis, it is shown

how the energy shift (7.9.15) may be obtained using the method of induced

multipole moments.

7.10 RADIATION-INDUCED CHIRAL DISCRIMINATION:
INDUCED MOMENT METHOD

In Section 5.9.3, it was shown how the method of induced multipole

moments could be applied to calculate the discriminatory retarded disper-

sion potential between a pair of optically active molecules. To correctly

account for higher multipole allowed transitions in such systems, the

electric dipole approximation was relaxed and magnetic dipole moments

induced by fluctuating electromagnetic fields were included in the form-

alism, a consequence of the fact that the leading electric dipole polariz-

ability is no longer sufficient to describe the characteristics of chiral

species. It was shown that discriminatory effects in the energy shift for

isotropic systems arose from electric dipole–dipole and magnetic dipo-

le–dipole terms, as well as from the interference of electric dipole–mag-

netic dipole couplings. On taking the expectation value of the ground state

of the matter–field system of the interaction of these moments with the

appropriate resonant coupling tensor, the dispersion energy shift resulted.

The method is now extended to treat the change in the mutual energy

of interaction of a pair of chiral molecules when subject to an external

radiation field (Salam, 2006a). As demonstrated in Section 7.8, the

computation of the leading contribution to the laser-induced intermolecular

energy shift via the method of induced moments involves evaluating

the expectation value of the dipole–dipole coupling term over a state of

the radiation field containing Nð~k; lÞ photons with both molecules in the

electronic ground state. This method is now applied to a pair of chiral

molecules.
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Consider two interacting optically active molecules each possessing

mixed electric–magnetic dipole polarizability Gijðx; kÞ, x¼A, B given by

(5.9.16). Application of an electromagnetic field induces both electric and

magnetic dipole moments as expressed in relations (5.9.32) and (5.9.33),

respectively. If fluctuations of the field are in the samemode, the interaction

between the moments induced at each center occurs in resonance, enabling

the energy shift to be written as

DE ¼ mindi ðAÞmindj ðBÞþ 1

c2
mind

i ðAÞmind
j ðBÞ

" #
ReVijðk;~RÞ

þ ½mindi ðAÞmind
j ðBÞþmind

i ðAÞmindj ðBÞ�ImUijðk;~RÞ; ð7:10:1Þ
where the resonant coupling tensors Vijðk;~RÞ and Uijðk;~RÞ are given by

(4.2.17) and (4.4.11), respectively. An expression for the energy shift in

terms ofGijðx; kÞmay be obtained by substituting for the inducedmoments

(5.9.32) and (5.9.33) producing

DE ¼ ½GikðA; kÞGjlðB; kÞbkð~RAÞblð~RBÞ
þ 1

e20c2
GkiðA; kÞGljðB; kÞd?

k ð~RAÞd?
l ð~RBÞ�ReVijðk;~RÞ

þ e�1
0 ½GikðA; kÞGljðB; kÞbkð~RAÞd?

l ð~RBÞ
þGkiðA; kÞGjlðB; kÞd?

k ð~RAÞblð~RBÞ�ImUijðk;~RÞ: ð7:10:2Þ
Next, the expectation value is taken of (7.10.2) for the state

j0A; 0B;Nð~k; lÞi. As previously, the molecular part results in ground-state

mixed electric–magnetic dipole dynamic polarizabilities. For the radiation

field part, use is made of the expectation value over the field state jNð~k; lÞi
of the four combinations of field–field spatial correlation functions given

by (5.9.38) to (5.9.41). Examining, for instance, the second term occurring

within the first set of square brackets in (7.10.2), its expectation value on

using (5.9.38) and assuming high photon occupation number is

hNð~k; lÞ;EB
0 ;E

A
0 je�2

0 c�2GkiðA; kÞGljðB; kÞd?
k ð~RAÞd?

l ð~RBÞ
�ReVijðk;~RÞjEA

0 ;E
B
0 ;Nð~k; lÞi

¼ N�hk
2e0cV

 !
GkiðA; kÞGljðB; kÞ

�
(
e
ðlÞ
k ð~kÞ�eðlÞl ð~kÞe�i~k �~R þ�e

ðlÞ
k ð~kÞeðlÞl ð~kÞei~k �~R

)
ReVijðk;~RÞ:

ð7:10:3Þ
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Noting that the term within braces are complex conjugates of each other,

allowing twice the real part to be taken, (7.10.3) becomes

N�hk
e0cV

� �
GkiðA; kÞGljðB; kÞeðlÞk ð~kÞ�eðlÞl ð~kÞReVijðk;~RÞcosð~k �~RÞ: ð7:10:4Þ

Similar evaluation of the three remaining terms of (7.10.2) when added

to (7.10.4) results in the energy shift

DE ¼ N�hk
e0cV

 !(
GikðA; kÞGjlðB; kÞbðlÞk ð~kÞ�bðlÞl ð~kÞ
h

þGkiðA; kÞGljðB; kÞeðlÞk ð~kÞ�eðlÞl ð~kÞ
i
ReVijðk;~RÞ

þ c
h
GikðA; kÞGljðB; kÞbðlÞk ð~kÞ�eðlÞl ð~kÞ

þGkiðA; kÞGjlðB; kÞeðlÞk ð~kÞ�bðlÞl ð~kÞ
i
ImUijðk;~RÞ

)
cosð~k �~RÞ;

ð7:10:5Þ
which holds for A and B oriented relative to each other and to the direction

of the incident laser. Expression (7.10.5), after index manipulation, is seen

to be identical to the result (7.9.15) obtained using perturbative techniques.

Carrying out the pair orientational average via

hGikðA; kÞGjlðB; kÞi ¼ dikdjlGðA; kÞGðB; kÞ ð7:10:6Þ
produces for the energy shift the formula

DE ¼ N�hk
e0cV

 !
GðA; kÞGðB; kÞ

(
b
ðlÞ
i ð~kÞ�bðlÞj ð~kÞþ e

ðlÞ
i ð~kÞ�eðlÞj ð~kÞ

h i

�ReVijðk;~RÞþ c b
ðlÞ
i ð~kÞ�eðlÞj ð~kÞþ e

ðlÞ
i ð~kÞ�bðlÞj ð~kÞ

h i
�ImUijðk;~RÞ

�
cosð~k �~RÞ; ð7:10:7Þ

which holds for isotropic A and B. The energy shift is dependent on the

chirality of each molecule through the polarizability Gðx; kÞ, which

changes sign when one molecule is replaced by its enantiomer. Expres-

sion (7.10.7) forms a convenient starting point for carrying out a polariza-

tion analysis of the incident laser and its effect on the energy shift. As in the

case of the energy shift within the electric dipole approximation when

an identical analysis was performed, the incoming field is taken to be

either linearly or circularly polarized and propagating either parallel or
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perpendicular to ~R. When ~kjj~R,~b ? ~R, and cosð~k �~RÞ ¼ cos kR while if
~k ? ~R, then~bjj~R and cos~k �~R ¼ 1 with~e,~b, and k̂ forming a right-handed

frame of vectors.

7.10.1 Linearly Polarized Radiation

For~kjj~R, inserting ReVijðk;~RÞ and ImUijðk;~RÞ into (7.10.7) produces for
the energy shift

DEjj
lin ¼

N�hk
4pe20cR3V

 !
GðA; kÞGðB; kÞ

(
b
ðlÞ
i ð~kÞ�bðlÞj ð~kÞþ e

ðlÞ
i ð~kÞ�eðlÞj ð~kÞ

h i

�
h

dij�3R̂iR̂j

�

cos kRþ kR sin kR

��
dij�R̂iR̂j

�
k2R2 cos kR

i
þ eijkR̂k

h
e
ðlÞ
i ð~kÞ�bðlÞj ð~kÞþ b

ðlÞ
i ð~kÞ�eðlÞj ð~kÞ

i

�
h
kR cos kRþ k2R2 sin kR

i)
cos kR: ð7:10:8Þ

Using bj ¼ ðk̂ �~eÞj ¼ ejmnk̂men in the second term within braces with

ejkiejmn ¼ dkmdin�dkndim and contracting results in

DEjj
lin ¼

I

2pe20c3R3
GðA; kÞGðB; kÞ cos kRþ kRðcos kRþ sin kRÞ½

þ k2R2ðsin kR�cos kRÞ� cos kR; ð7:10:9Þ
on using the definition of the irradiance I ¼ N�hc2k=V . In the far zone,

kR � 1 and the limiting form is

DEjj
linðFZÞ ¼

Ik2

2pe20c3R
GðA; kÞGðB; kÞðsin kR�cos kRÞ cos kR;

ð7:10:10Þ
having an R�1 dependence on separation distance. At short distances,

kR 	 1 and the energy shift (7.10.9) exhibits inverse cube behavior,

DEjj
linðNZÞ ¼

I

2pe20c3R3
GðA; kÞGðB; kÞ: ð7:10:11Þ

For~k ? ~R, cos~k �~R ¼ 1andtheenergyshift isgivenby(7.10.7)oninserting

cos~k �~R ¼ 1. Since ejkiejmnei�enR̂kR̂m ¼ 0 for this particular configuration,

the energy shift is

DE?
lin ¼ � I

pe20c3R3
GðA; kÞGðB; kÞðcos kRþ kR sin kRÞ: ð7:10:12Þ
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Its asymptotic limits are

DE?
linðFZÞ ¼ � Ik

pe20c3R2
GðA; kÞGðB; kÞ sin kR; ð7:10:13Þ

which has a modulated inverse square dependence on R and

DE?
linðNZÞ ¼ � I

pe20c3R3
GðA; kÞGðB; kÞ ð7:10:14Þ

exhibiting R�3 behavior.

7.10.2 Circularly Polarized Radiation

To examine the effect of circular polarization on the energy shift, use is

made of identity (7.6.6) involving the product of circularly polarized

electric polarization vectors. Also required are magnetic–magnetic and

electric–magnetic combinations. These are derived from (7.6.6) together

with use of the relation b
ðL=RÞ
i ð~kÞ ¼ �ie

ðL=RÞ
i ð~kÞ. Hence,

b
ðL=RÞ
i ð~kÞ�bðL=RÞj ð~kÞ ¼ �ie

ðL=RÞ
i ð~kÞ

h i
� �i�e

ðL=RÞ
j ð~kÞ

h i
¼ 1

2
ðdij�k̂ik̂jÞ � ieijkk̂k
h i ð7:10:15Þ

and

e
ðL=RÞ
i ð~kÞ�bðL=RÞj ð~kÞ ¼ �ie

ðL=RÞ
i ð~kÞ�eðL=RÞj ð~kÞ ¼ 1

2
�iðdij�k̂ik̂jÞþ eijkk̂k
h i

:

ð7:10:16Þ
From (7.10.7), for ~kjj~R for which cosð~k �~RÞ ¼ cos kR,

DEjj
L=R¼

N�hk
e0cV

 !
GðA;kÞGðB;kÞ

�
(

b
ðL=RÞ
i ð~kÞ�bðL=RÞj ð~kÞþe

ðL=RÞ
i ð~kÞ�eðL=RÞj ð~kÞ

h i
ReVijðk;~RÞ

þc
h
e
ðL=RÞ
i ð~kÞ�bðL=RÞj ð~kÞþb

ðL=RÞ
i ð~kÞ�eðL=RÞj ð~kÞ

i
ImUijðk;~RÞ

�
cosðkRÞ:

ð7:10:17Þ
Noting that the first term within braces of (7.10.17) is symmetric in the

indices i and j, while the second term is i, j-antisymmetric, only the i, j-

symmetric parts of identities (7.6.6) and (7.10.15) and the i, j-antisymmetric
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part of (7.10.16) contribute, respectively. On tensor contraction, after

substituting for the resonant coupling tensors and using the relation

eijkeijl ¼ 2dkl , it is found that the energy shift is equal to the expression

obtained when linearly polarized light propagates parallel to ~R,
equation (7.10.9), that is, DEjj

L=R¼DEjj
lin.

For perpendicular propagation of circularly polarized light,~k ? ~R, the
energy shift is given by (7.10.17) on inserting cos kR ¼ 1. After substitut-

ing the appropriate identities involving circular polarization vectors and

contracting, with the second term within braces of (7.10.17) vanishing, the

interaction energy is given by

DE?
L=R ¼ � I

4pe20c3R3
GðA; kÞGðB; kÞ

h
cos kRþ kR sin kRþ k2R2 cos kR

i
:

ð7:10:18Þ
The limiting forms at the extremes of intermolecular separation are

DE?
L=RðFZÞ ¼ � Ik2

4pe20c3R
GðA; kÞGðB; kÞ cos kR ð7:10:19Þ

and

DE?
L=RðNZÞ ¼ � I

4pe20c3R3
GðA; kÞGðB; kÞ: ð7:10:20Þ

A common feature in all of the results obtained involving interacting chiral

molecules is the discriminatory nature of the energy shift for chemically

identical species, changing sign when one of the pairs is exchanged for its

optical isomer. Alsoworthy of remark is that the inspection of results shows

that for both types of polarization, the energy shift is repulsive for parallel

propagation but is attractive for a perpendicular arrangement of k̂ and ~R.

7.11 FREELY TUMBLING CHIRAL PAIR IN THE
PRESENCE OF CIRCULARLY POLARIZED LIGHT

For a pair of coupled chiral molecules subject to circularly polarized

radiation in the fluid phase, not only are the orientations of the two species

relative to each other random but also all possible directions of the A–B

separation distance vector ~R are allowed relative to the laser propagation

direction,~k. An exact expression for the energy shift can be calculated for
the molecular and tumble averaged situations without having to make the

high photon occupation number approximation.
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Substituting the field–field spatial correlation functions (5.9.38) to

(5.9.41) for circularly polarized radiation into the energy shift expres-

sion (7.10.2) yields

DE ¼
�hk

2e0cV

 !(
GikðA; kÞGjlðB; kÞ ðNþ 1ÞbðL=RÞk ð~kÞ�bðL=RÞl ð~kÞe�i~k �~R

h

þN�b
ðL=RÞ
k ð~kÞbðL=RÞl ð~kÞei~k �~R

i
þGkiðA; kÞGljðB; kÞ

� ðNþ 1ÞeðL=RÞk ð~kÞ�eðL=RÞl ð~kÞe�i~k �~R þN�e
ðL=RÞ
k ð~kÞeðL=RÞl ð~kÞei~k �~R

h i)

�ReVijðk;~RÞþ
�hk
2e0V

 !(
GikðA; kÞGljðB; kÞ

� ðNþ 1ÞbðL=RÞk ð~kÞ�eðL=RÞl ð~kÞe�i~k �~R þN�b
ðL=RÞ
k ð~kÞeðL=RÞl ð~kÞei~k �~R

h i
þGkiðA; kÞGjlðB; kÞ

h
ðNþ 1ÞeðL=RÞk ð~kÞ�bðL=RÞl ð~kÞe�i~k �~R

þN�e
ðL=RÞ
k ð~kÞbðL=RÞl ð~kÞei~k �~R

i)
ImUijðk;~RÞ: ð7:11:1Þ

Concentrating on the second term present within the first set of braces

above, carrying out the molecular average via (7.10.6) and substituting the

relation (7.6.6) produces

1

2

�hk
2e0cV

� �
GðA; kÞGðB; kÞ ðdij�k̂ik̂jÞ � ieijsk̂s

n o
� ðNþ 1Þe�i~k �~R þNei

~k �~R
h i

ReVijðk;~RÞ: ð7:11:2Þ
Judicious use is again made of index symmetry: since Vijðk;~RÞ is i, j-

symmetric, while the Levi-Civita tensor is antisymmetric in this pair of

suffixes, only the first term within braces of (7.11.2) survives. Carrying out

the pair orientational average using formula (7.5.3) and substituting for

Vijðk;~RÞ gives
�hk

16pe20cVR3
ð2Nþ 1ÞGðA; kÞGðB; kÞ ðdij�3R̂iR̂jÞðcos kRþ kR sin kRÞ�

�ðdij�R̂iR̂jÞk2R2 cos kR�

� ðdij�R̂iR̂jÞ sin kR
kR

þðdij�3R̂iR̂jÞ cos kR

k2R2
� sin kR

k3R3

 !" #
; ð7:11:3Þ
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which on tensor reduction results in

� I

16pe20c3R3
GðA; kÞGðB; kÞ

� kR sin 2kRþ 2 cos 2kR�5
sin 2kR

kR
�6

cos 2kR

k2R2
þ 3

sin 2kR

k3R3

� �
;

ð7:11:4Þ
the irradiance of the incoming field now being defined as

I ¼ ð2Nþ 1Þ�hc2k=V .Due to the equality of identities (7.6.6) and (7.10.15),
the first term within the first set of braces of expression (7.11.1) produces

a contribution identical to equation (7.11.4). Going back to expres-

sion (7.11.1) and examining the second term appearing within the second

set of braces, substituting (7.10.16) gives

1

2

�hk
2e0V

 !
GðA; kÞGðB; kÞ

(
�iðdij�k̂ik̂jÞþ eijsk̂s
h i

ðNþ 1Þe�i~k �~R

þ
h
� iðdij�k̂ik̂jÞ�eijsk̂s

i
Nei

~k �~R
)

ImUijðk;~RÞ;

ð7:11:5Þ
for isotropic A and B. Since Uijðk;~RÞ is antisymmetric in i and j, only the

i,j-antisymmetric part of (7.11.5) remains. With the tumbling average

given by

hk̂ke�i~k �~Ri ¼ 1

4p

ð
k̂ke

�i~k �~RdW ¼ �i
cos kR

kR
� sin kR

k2R2

� �
R̂k ð7:11:6Þ

and substituting for Uijðk;~RÞ, (7.11.5) becomes

I

16pe20c3R3
GðA; kÞGðB; kÞ kR sin 2kRþ 2 cos 2kR� sin 2kR

kR

� �
: ð7:11:7Þ

An identical contribution to (7.11.7) arises from the first term in the

second set of braces of (7.11.1). Hence, the pair averaged energy shift is

obtained from twice the sum of (7.11.4) and (7.11.7),

DE ¼ I

8pe20c3R3
GðA; kÞGðB; kÞ 4

sin 2kR

kR
þ 6

cos 2kR

k2R2
�3

sin 2kR

k3R3

� �
:

ð7:11:8Þ
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The energy shift is linearly dependent on the irradiance of the incident

beam, but is independent of its polarization. Circular polarization does not

produce discriminatory effects. The latter arises solely from the mixed

electric–magnetic polarizability Gðx; kÞ. In the far zone, the energy shift

exhibits a modulated inverse fourth power dependence on R,

DEðFZÞ ¼ I

2pe20c3kR4
GðA; kÞGðB; kÞ sin 2kR; ð7:11:9Þ

while having inverse R dependence at short range,

DEðNZÞ ¼ � 4Ik2

15pe20c3R
GðA; kÞGðB; kÞ: ð7:11:10Þ

7.12 RADIATION-INDUCED INTERMOLECULAR ENERGY
SHIFTS INVOLVING MAGNETIC DIPOLE AND ELECTRIC
QUADRUPOLE POLARIZABLE MOLECULES

The change inmutual interaction energy between a pair of chiral molecules

in the presence of an intense electromagnetic field was shown to be

proportional to the chiroptical response tensor Gijðx;oÞ, the dynamic

mixed electric–magnetic dipole polarizability, which is equal and opposite

for two identical optical isomers. For the sake of consistency, the change

in energy shift between an electric dipole polarizable molecule and a

magnetically susceptible molecule due to external radiation should also be

computed, it being the same order of magnitude as the radiation-induced

discriminatory interaction, containing two electric dipole and twomagnetic

dipole interaction vertices overall, but each now occurring at the same

molecular center. Since the electric quadrupole is of comparable order of

magnitude to the magnetic dipole, the field modified energy shift between

an electric dipole polarizable molecule and an electric quadrupole polariz-

ablemolecule is also evaluated (Salam, 2006b).Neglected is the interaction

between two electric dipole–quadrupole polarizable molecules in a radia-

tion field, also of a similar order, but which vanishes for isotropic A and B.

Due to the calculational simplicity of the induced moment approach, this

method will be employed in the work of this section.

Consider an electric dipole polarizable molecule A and a magnetically

susceptible one B. Application of an electromagnetic field induces electric

and magnetic dipole moments, respectively,

mindi ðAÞ ¼ e�1
0 aikðA; kÞd?

k ð~RAÞ; ð7:12:1Þ
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and

mind
j ðBÞ ¼ wjlðB; kÞblð~RBÞ; ð7:12:2Þ

where aikðA; kÞ and wjlðB; kÞ are dynamic electric dipole and magnetic

dipole polarizability tensors. The two induced moments interact via the

resonant coupling tensor, Uijðk;~RÞ, giving rise to an interaction energy

DE ¼ Immindi ðAÞmind
j ðBÞUijðk;~RÞ

¼ e�1
0 ImaikðA; kÞwjlðB; kÞd?

k ð~RAÞblð~RBÞUijðk;~RÞ:
ð7:12:3Þ

The expectation value of (7.12.3) is taken over the state jEA
0 ;E

B
0 ;Nð~k; lÞi,

the molecular part resulting in ground-state polarizability tensors of A and

B. For the radiation field factor, use is made of the expectation value of the

field–field spatial correlation function (5.9.40). Hence,

DE ¼ Im
�hk
2e0V

� �
aikðA; kÞwjlðB; kÞ

� ðNþ 1ÞeðlÞk ð~kÞ�bðlÞl ð~kÞe�i~k �~R þN�e
ðlÞ
k ð~kÞbðlÞl ð~kÞei~k �~R

h i
Uijðk;~RÞ:
ð7:12:4Þ

For a pair of isotropic molecules, rotational averaging can be carried out

using

haikðA; kÞwjlðB; kÞi ¼ dikdjlaðA; kÞwðB; kÞ: ð7:12:5Þ
Next, a pair orientational average is performed. Assuming the incident

laser is circularly polarized, the product of polarization vectors may be

re-expressed via the identity (7.10.16). Since Uijðk;~RÞ is antisymmetric

in i,j, only the i,j-antisymmetric part of (7.10.16) contributes. Utiliz-

ing (7.12.5), the energy shift (7.12.4) becomes

DE ¼ Im
�hk
4e0V

� �
aðA; kÞwðB; kÞeijkk̂k ðNþ 1Þe�i~k �~R�Nei

~k �~R
h i

Uijðk;~RÞ:

ð7:12:6Þ
With the tumbling average calculated using (7.11.6), the relevant terms

in (7.12.6) yield

hðNþ 1Þk̂ke�i~k �~Ri�hNk̂kei~k �~Ri ¼ ið2Nþ 1Þ cos kR

kR
� sin kR

k2R2

� �
R̂k

ð7:12:7Þ
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so that the energy shift becomes

DE ¼ Imi
ð2Nþ 1Þ�hk

4e0V

� �
aðA; kÞwðB; kÞeijkR̂k

cos kR

kR
� sin kR

k2R2

� �
Uijðk;~RÞ:

ð7:12:8Þ
Substituting for Uijðk;~RÞ, defining the irradiance as I ¼ ð2Nþ 1Þ�hc2k=V ,
and contracting results in

DE ¼ I

16pe20c3R3
aðA; kÞwðB; kÞ kR sin 2kRþ 2 cos 2kR� sin 2kR

kR

� �
;

ð7:12:9Þ
which holds for all R outside the charge overlap region. In the far zone,

the dominant term is given by the first in square brackets resulting in a

modulated R�2 asymptote

DEFZ ¼ Ik

16pe20c3R2
aðA; kÞwðB; kÞ sin 2kR; ð7:12:10Þ

while at very close range, McLaurin series expansion of all trigonometric

terms produces

DENZ ¼ � Ik2

24pe20c3R
aðA; kÞwðB; kÞ; ð7:12:11Þ

having an inverse dependence on separation distance andwith sign opposite

to that found in expression (7.12.9) and (7.12.10).

If molecule B is electric quadrupole polarizable, an electric quadrupole

moment is induced by an electric field as in

Qind
pq ðBÞ ¼ e�1

0 QpqrsðB; kÞ~rsd
?
r ð~RBÞ; ð7:12:12Þ

where the dynamic electric quadrupole polarizability tensor is defined as

QpqrsðB; kÞ ¼
X
t

Q0t
pqðBÞQt0

rsðBÞ
Et0��hck þ Q0t

rsðBÞQt0
pqðBÞ

Et0 þ�hck

( )
; ð7:12:13Þ

whereQ0t
pqðBÞ is the 0tth matrix element of the electric quadrupolemoment

operator,

h0jQpqðBÞjti ¼ 0j� e

2!
ð~q�~RBÞpð~q�~RBÞqjt

D E
: ð7:12:14Þ
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The induced electric dipole moment (7.12.1) and Qind
pq ðBÞ interact via the

resonant electric dipole–quadrupole coupling tensor, Vipqðk;~RÞ, resulting
in an energy shift

DE¼ mindi ðAÞQind
pq ðBÞ ReVipqðk;~RÞ

¼ e�2
0 aikðA; kÞQpqrsðB; kÞd?

k ð~RAÞ~rsd
?
r ð~RBÞ ReVipqðk;~RÞ; ð7:12:15Þ

where

Vipqðk;~RÞ¼ � 1

4pe0

�
�~r2

dipþ ~ri
~rp


~rq

eikR

R

¼ � 1

4pe0
ðdip�R̂iR̂pÞR̂q

ik3

R
� k2

R2

 !
þðdipR̂q þ diqR̂p

"

þ dpqR̂i�5R̂iR̂pR̂qÞ � k2

R2
� 3ik

R3
þ 3

R4

 !#
eikR:

ð7:12:16Þ

Using the mode expansion for the electric displacement field and its

gradient, the expectation value of the field gradient–field spatial correlation

function for an N-photon state is

hNð~k; lÞjd?
i ð~RAÞ~rkd

?
j ð~RBÞjNð~k; lÞi

¼ i
�hcke0
2V

 !
kk N�e

ðlÞ
i ð~kÞeðlÞj ð~kÞei~k �~R�ðNþ 1ÞeðlÞi ð~kÞ�eðlÞj ð~kÞe�i~k �~R

h i
:

ð7:12:17Þ

When inserted in the right-hand side of (7.12.15), the energy shift is

DE ¼ i
�hck
2e0V

 !
aikðA; kÞQpqrsðB; kÞks

� N�e
ðlÞ
k ð~kÞeðlÞr ð~kÞei~k �~R�ðNþ 1ÞeðlÞk ð~kÞ�eðlÞr ð~kÞe�i~k �~R

h i
� ReVipqðk;~RÞ: ð7:12:18Þ

To examine the effect of linearly polarized incident light on the energy shift,

use is made of the relation e
ðlÞ
k ð~kÞ�eðlÞr ð~kÞ ¼ 1

2
ðdkr�k̂kk̂rÞ. For freely
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tumblingmolecules, a pair orientational average is required. This is carried

out via

D

dij�k̂ik̂j

�
kke

�i~k �~R
E
¼ 1

4p

ð 

dij�k̂ik̂j

�
kke

�i~k �~RdW

¼ � i

k3

�
�~r2

dij þ ~ri
~rj


~rk

sin kR

R
: ð7:12:19Þ

Substituting for ReVipqðk;~RÞ from (7.12.16) and using (7.12.19) gives for

the energy shift

DE ¼ � I

16pe20c

� �
aikðA; kÞQpqrsðB; kÞ 1

k3

�
�~r2

dkrþ ~rk
~rr


~rs

sin kR

R

� �

�
�
�~r2

dipþ ~ri
~rp


~rq

cos kR

R

� �
: ð7:12:20Þ

The first factor in square brackets is readily obtained from (7.12.16), being

ð�4pe0=k3Þ ImVkrsðk;~RÞ, while the second term in square brackets is

simply �4pe0 ReVipqðk;~RÞ. Thus,

DE ¼ � I

16pe20c

0
@

1
AaikðA; kÞQpqrsðB; kÞ

�
"
ðdkr�R̂kR̂rÞR̂s

cos kR

R
� sin kR

kR2

0
@

1
A

þ ðdkrR̂s þ dksR̂r þ drsR̂k�5R̂kR̂rR̂sÞ � sin kR

kR2
� 3 cos kR

k2R3
þ 3 sin kR

k3R4

0
@

1
A#

�
"
ðdip�R̂iR̂pÞR̂q � k3 sin kR

R
� k2 cos kR

R2

0
@

1
A

þ ðdipR̂q þ diqR̂p þ dpqR̂i�5R̂iR̂pR̂qÞ � k2 cos kR

R2
þ 3k sin kR

R3
þ 3 cos kR

R4

0
@

1
A#:

ð7:12:21Þ
Finally, themolecular average is performed. This is done using the tensor

quantity for the average of a second-rank tensor (electric dipole polariz-

ability) multiplied by the average of a fourth-rank tensor (electric quadru-

pole polarizability) on making use of the fact that the electric quadrupole
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moment is symmetric in its component indices and is traceless. The

pertinent results are given in Appendix B by equations (B.4) and (B.7).

Hence, contracting (7.12.21) with

haikðA; kÞQpqrsðB; kÞi ¼ 1

10
dikðdprdqsþ dpsdqrÞaðA; kÞQlmlmðB; kÞ

ð7:12:22Þ
results in the energy shift applicable to a pair of isotropic and freely

tumbling electric dipole and quadrupole polarizable molecules in the

presence of a laser field,

DE¼ I

80pe20cR5
aðA;kÞQlmlmðB;kÞ

�
k3R3 sin2kRþ6k2R2 cos2kR

�27kR sin2kR�84cos2kRþ162
sin2kR

kR
þ180

cos2kR

k2R2
�90

sin2kR

k3R3

�
:

ð7:12:23Þ
Asymptotically, energy shift (7.12.23) tends to

DEðFZÞ¼ Ik3

80pe20cR2
aðA;kÞQlmlmðB;kÞ sin2kR ð7:12:24Þ

in the far zone and tends to

DEðNZÞ¼� 9Ik4

1400pe20cR
aðA;kÞQlmlmðB;kÞ ð7:12:25Þ

in the near zone, exhibiting modulated R�2 and R�1 behavior, respectively.

7.13 HIGHER ORDER RADIATION-INDUCED
DISCRIMINATORY INTERMOLECULAR INTERACTION

In Section 7.9, it was shown that the action of circularly polarized

electromagnetic radiation on a pair of interacting optically activemolecules

resulted in a change in the energy shift relative to the absence of light

and that this modification of the interaction energy was discriminatory.

The source of the discrimination was the handedness of the individual

molecules as characterized by the molecular chiroptical response tensor,

Gijðx;oÞ, which is bilinear in the transition electric and magnetic dipole

moments. Interestingly, in this case, the field-induced intermolecular

energy shift is, in fact, independent of the chirality of the incident radiation.

Thus far, in this chapter, the effect of an intense source of external radiation
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on a pair of molecules coupled via single virtual photon exchange has been

examined. When perturbative techniques have been used to solve this

problem, it has required implementation of fourth-order theory. For a pair of

neutral, polar electric dipole polarizable molecules, two distinct mechan-

isms were identified as contributing to the field modified energy shift.

One was a dynamic mechanism, proportional to the electric dipole polar-

izability of eachmolecule. A secondwas a static mechanism that depended

on the product of the permanent electric dipole moment of one species

and the molecular first hyperpolarizability of another. Both terms were

nondiscriminatory.

Energy shifts between interacting molecules that are induced by a

radiation field, which exhibit discriminatory behavior even within the

electric dipole approximation can occur in higher order. This first manifests

itself when molecules are coupled via two- virtual photon exchange. A full

treatment therefore necessitates the use of sixth-order theory in a perturba-

tion calculation. Considerable simplification is possible, without loss of the

essential features of the phenomenon, if the interacting pair of molecules

are taken to be in proximity to one another. This enables the coupling

occurring between the two molecules to be static in origin. As a conse-

quence, fourth-order perturbation theory can be used to evaluate

the change in mutual interaction energy in the near zone (Taylor and

Thirunamachandran, 1983). Details of the calculation are as follows.

Consider two neutral molecules A and B, situated at ~RA and ~RB,

respectively, with internuclear separation distance, R ¼ j~RB�~RAj. In the

near zone, the two entities are coupled via the static dipolar interaction

potential Vijð~RÞ ¼ ð4pe0Þ�1miðAÞmjðBÞðdij�3R̂iR̂jÞR�3. In the higher

order approximation being considered, two such couplings take place

between A and B. In the electric dipole approximation, the interaction

Hamiltonian used to describe the effect of external radiation on the system

is the familiar�e�1
0 miðxÞd?

i ð~RxÞ coupling. Let the applied field be of mode

ð~k; lÞ. As for the case, when only one virtual photon was exchanged

between the pair, two types of contributions are found in the present

situation. They correspond to the scattering of a real photon occurring at the

same site or at different centers. Each contribution is examined separately.

The initial and final states are equal to each other and are identical for

both types of contributions. They are represented by jEA
0 ;E

B
0 ;Nð~k; lÞi,

corresponding to both molecules in the ground electronic state j0xi, with
energyEx

n, x¼A,B and the incident field containingN real photons ofmode

ð~k; lÞ. Incidentally, the initial- and final-state specifications of the system

are identical to (7.2.6), the state used when the pairs are coupled via single

virtual photon exchange.
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In the casewhere absorption and emission of a real photon takes place at

species A, 12 distinct time orderings of the pertinent interactions are

possible. Another 12 diagrams may be drawn when scattering of the real

photon occurs exclusively at B. Taken together, these two sets give rise to

one type of contribution. Ultimately, this contribution will be proportional

to the product of a fourth-rank hyperpolarizability tensor of one molecule

and the polarizability of the other, the former containing four transition

electric dipole moments, and the latter two. Due to the even number of

couplings at each site, the parity of the transitions imposes no restrictions

on selection rules so that the interaction energy holds for both centrosym-

metric and noncentrosymmetric systems. Evaluating in the usual way, the

sum of the 24 graphs gives rise to

DE ¼ � N�hck
2e0VR6

0
@

1
Aðdkl�3R̂kR̂lÞðdmn�3R̂mR̂nÞeðlÞi ð~kÞ�eðlÞj ð~kÞ

�
X
m;n;p

X
r

(
½m0pj mpnm mnmk mm0

i �½m0rn mr0l �
ðEp0��hckÞðEn0 þEr0��hckÞðEm0��hckÞ

þ ½m0pm mpnj mnmk mm0
i �½m0rn mr0l �

ðEp0 þEr0ÞðEn0 þEr0��hckÞðEm0��hckÞ

þ ½m0pm mpnk mnmj mm0
i �½m0rn mr0l �

ðEp0 þEr0ÞðEm0��hckÞEn0

þ ½m0pj mpnm mnmi mm0
k �½m0rn mr0l �

ðEp0��hckÞðEn0 þEr0��hckÞðEm0 þEr0Þ

þ ½m0pm mpnj mnmi mm0
k �½m0rn mr0l �

ðEp0 þEr0ÞðEn0 þEr0��hckÞðEm0 þEr0Þ þ
½m0pj mpni mnmm mm0

k �½m0rn mr0l �
ðEp0��hckÞðEm0 þEr0ÞEn0

þ ½m0pi mpnm mnmk mm0
j �½m0rn mr0l �

ðEp0 þ�hckÞðEn0 þEr0 þ�hckÞðEm0 þ�hckÞ

þ ½m0pm mpni mnmk mm0
j �½m0rn mr0l �

ðEp0 þEr0ÞðEn0 þEr0 þ�hckÞðEm0 þ�hckÞ

þ ½m0pm mpnk mnmi mm0
j �½m0rn mr0l �

ðEp0 þEr0ÞðEm0 þ�hckÞEn0

þ ½m0pi mpnm mnmj mm0
k �½m0rn mr0l �

ðEp0 þ�hckÞðEn0 þEr0 þ�hckÞðEm0 þEr0Þ

þ ½m0pm mpni mnmj mm0
k �½m0rn mr0l �

ðEp0 þEr0ÞðEn0 þEr0 þ�hckÞðEm0 þEr0Þ

þ ½m0pi mpnj mnmm mm0
k �½m0rn mr0l �

ðEp0 þ�hckÞðEm0 þEr0ÞEn0

)
þA $ B: ð7:13:1Þ
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Aswritten in expression (7.13.1), the intermediate states of the species at

which scattering of a real photon occurs are designated bym, n, and p, while

those of the other molecule are labeled by n. This is further emphasized by

placing square brackets around the product of transition electric dipole

moments, one factor containing four suchmoments, the other two, with the

former reflecting the two additional electric dipole couplings associated

with absorption and emission of the ð~k; lÞ mode photon. Also, apparent

from (7.13.1) are the symmetry properties of Cartesian tensor components.

The geometric factor is invariant to interchange of m$ k and n$ l when

taken in conjunction. Noting that m0rn m
r0
l remains the same on interchanging

n$ l, it is clear that only the k,m-symmetric part of the molecular term

in (7.13.1) will contribute to the energy shift.

To proceed further, the energy denominators are separated into integral

products of one center terms. A similar step was carried out when the

London dispersion energy was expressed in terms of dynamic polariz-

abilities at imaginary frequency using the identity (5.2.21). Its general-

ization to an arbitrary number of factors in the denominator each of which

contains a common term is

1

ðaþ bÞðcþ bÞ � � � ðnþ bÞ

¼ 1

2p

ð1
�1

1

ðaþ iuÞðcþ iuÞ � � � ðnþ iuÞ þ
1

ða�iuÞðc�iuÞ � � � ðn�iuÞ
� �

� b

ðb2 þ u2Þ du; a; b; c; . . . ; n > 0: ð7:13:2Þ

To be able to apply relation (7.13.2), the approximation is made in (7.13.1)

that the frequency of the incident radiation field is less than molecular

transition frequencies. Thus, (7.13.1) becomes

DE ¼ � N�hck
2e0VR6

 !
ðdkl�3R̂kR̂lÞðdmn�3R̂mR̂nÞeðlÞi ð~kÞ�eðlÞj ð~kÞ

�
�h
8p

ð1
�1

fTijkmðA;o; icuÞþ TijmkðA;o; icuÞganlðB; icuÞduþA $ B:

ð7:13:3Þ
Appearing in (7.13.3) are the familiar dynamic electric dipole polarizability

tensor at imaginary frequency anlðx; icuÞ and the fourth-rank
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hyperpolarizability tensor Tijkmðo; icuÞ. The latter is defined as

Tijkmðo; icuÞ ¼ 1

�h3
X
m; n; p

(
m0pj mpnm mnmk mm0

i

ðop0�oÞðon0�o�icuÞðom0�oÞ

þ m0pj mpnm mnmi mm0
k

ðop0�oÞðon0�o�icuÞðom0�icuÞ

þ m0pj mpni mnmm mm0
k

ðop0�oÞðom0�icuÞon0

þ m0pi mpnj mnmm mm0
k

ðop0 þoÞðom0�icuÞon0

þ m0pm mpnj mnmk mm0
i

ðop0�icuÞðon0�o�icuÞðom0�oÞ þ
m0pm mpnj mnmi mm0

k

ðop0�icuÞðon0�o�icuÞðom0�icuÞ

þ m0pm mpni mnmj mm0
k

ðop0�icuÞðon0 þo�icuÞðom0�icuÞ þ
m0pi mpnm mnmj mm0

k

ðop0 þoÞðon0 þo�icuÞðom0�icuÞ

þ m0pm mpnk mnmj mm0
i

ðop0�icuÞðom0�oÞon0

þ m0pm mpnk mnmi mm0
j

ðop0�icuÞðom0 þoÞon0

þ m0pm mpni mnmk mm0
j

ðop0�icuÞðon0 þo�icuÞðom0 þoÞþ
m0pi mpnm mnmk mm0

j

ðop0 þoÞðon0þo�icuÞðom0þoÞ

)

þ terms from k $ m and u!�u:

ð7:13:4Þ
Making use of k,m-index symmetry and the invariance to simultaneous

exchange of virtual-state labels, it is seen that themolecular part of (7.13.3)

is i,j-symmetric. Hence, only the i,j-symmetric part of the polarization

factor contributes. Inserting identity (7.6.6) into (7.13.3) results in

DE ¼ � N�hck
4e0VR6

 !
ðdij�k̂ik̂jÞðdkl�3R̂kR̂lÞðdmn�3R̂mR̂nÞ

�
�h
8p

ð1
�1

fTijkmðA;o; icuÞþ TijmkðA;o; icuÞganlðB; icuÞduþA $ B:

ð7:13:5Þ
Energy shift (7.13.5) is independent of the helicity of the incident radiation

as well as being independent of the chirality of each molecule.

Hence, (7.13.5) is nondiscriminatory.

In the second possible mechanism, the two molecules are again coupled

by the exchange of two virtual photons—which are taken to propagate

instantaneously in the near zone, but scattering of the real photon occurs

at different centers. Thus, if A absorbs a ðk~; lÞ-mode photon, B emits one
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and vice versa. As in the case where scattering of the real photon occurs at

the same center, 24 distinct time orderings of the photonic creation and

destruction events are possiblewhen both A andB are associated with three

electric dipole coupling vertices. This contribution to the interaction energy

clearly holds only for noncentrosymmetric molecules. Summing over the

24 terms produces

DE ¼ � N�hck
2e0VR6
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366 INTERMOLECULAR INTERACTIONS IN A RADIATION FIELD



Square brackets are again used to enclose molecular moments associated

with each molecule whose intermediate states are labeled by m and n and

r and s. Because the potential coupling the two bodies is applicable to

the near zone, the exponential factor in (7.13.6) may be taken to be unity

since kR 	 1. Employing identity (7.13.2) after choosing the frequency of

the incident field to be lower than that of molecular transition frequencies

enables (7.13.6) to be written as

DE ¼ � N�hck
2e0VR6
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which is seen to be proportional to the product of one hyperpolarizability

tensor of rank three from each molecule. This tensor is given explicitly by
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A more compact expression of (7.13.7) is possible by interchanging

intermediate-state labels of the hyperpolarizability tensor to give

bikmð�o;�icuÞ ¼ bikmðo; icuÞ ð7:13:9Þ
so that

DE ¼ � N�hck
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Since ~m is a polar vector, the molecular hyperpolarizability changes sign

when one molecule is substituted by its mirror image form. Hence, the

energy shift (7.13.10) is discriminatory in contrast to result (7.13.5) arising

from the first mechanism. Recalling that the irradiance of the incident field

is given by I ¼ N�hc2k=V, energy shifts (7.13.5) and (7.13.10) are seen to be
linearly proportional to I.

The results obtained thus far hold for the situation in which A and B are

in a fixed orientation relative to each other and as a pair in fixed orientation

relative to thewavevector of the incoming beam. If the molecules are held

rigid due to strong intermolecular coupling, but are allowed to rotate

freely as a pair, the energy shifts (7.13.5) and (7.13.10), respectively,

become

DE ¼ � I

2e0cR6
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ð7:13:11Þ

and

DE ¼ � I
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bikmðA;o; icuÞbilnðB;�o;�icuÞdu: ð7:13:12Þ

For random relative orientations of molecules within the pair, a molecular

average is performed. This corresponds to carrying out a Boltzmann-

weighted average at the limit T ! 1, where T is the temperature.

Thus, (7.13.11) and (7.13.12) become

DE¼� I
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ð7:13:13Þ
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and

DE¼ I

2e0cR6

� � �h
36p

elnpemrs

ð1
�1

blnpðA;o; icuÞbmrsðB;�o;�icuÞdu;

ð7:13:14Þ
both results being independent of the polarization of the incident beam.

Energy shift (7.13.13) is nondiscriminatory while result (7.13.14) de-

pends on the chirality of eachmolecule and changes signwhen one species

is replaced by its mirror image form.
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APPENDIX A

HIGHER MULTIPOLE-DEPENDENT
SECOND-ORDER MAXWELL
FIELD OPERATORS

In Section 2.7, the Maxwell field operators linearly dependent on the

electric dipole, quadrupole, and magnetic dipole moments were obtained,

while Section 2.6 contained results for the quadratic fields within the

electric dipole approximation. Following the procedure outlined in

Chapter 2, the electric displacement and magnetic field operators bilinear

and quadratic in these first three multipole moments can be evaluated.

Explicit expressions are given below. Also included for completeness are

the second-order electric dipole-dependent fields. For all of the fields listed

below, the fermion operators act on the electronic state jmi and the source is
taken to be situated at the origin, that is, ~R ¼ 0.

Molecular Quantum Electrodynamics, by Akbar Salam
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The tensor fields fijðkrÞ and gijðkrÞ have been defined in equations (2.9.4)

and (2.9.34), respectively. The new ones appearing in the fields above are

HijkðkrÞ¼ 1

k
~rkFijðkrÞ¼ 1

k4
ð�~r2

dijþ~ri
~rjÞ~rk

eikr

r

¼ ðdij�r̂i r̂j Þ̂rk i

kr
� 1

k2r2

 !
þðdij r̂kþdikr̂jþdjkr̂i�5r̂i r̂j r̂kÞ

(

� � 1

k2r2
� 3i

k3r3
þ 3

k4r4

 !)
eikr ¼ hijkðkrÞeikr ðA:13Þ

and

JijlðkrÞ¼ i

k
~rlGijðkrÞ¼� 1

k3
eijk~rk

~rl

eikr

r

¼ eijk r̂kr̂l
1

kr
�ðdkl�3r̂kr̂lÞ i

k2r2
� 1

k3r3

 !( )
eikr¼ jijlðkrÞeikr:

ðA:14Þ
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APPENDIX B

ROTATIONAL AVERAGING
OF CARTESIAN TENSORS

Observablequantitiescalculatedusingquantumelectrodynamical theory, be

they transition rates as a result of interaction of electromagnetic radiation

with one ormore atomsormolecules, or energy shifts arising from species in

mutual interaction, or both, often apply to bodies in fixed orientation relative

toeachotherandtothedirectionofpropagationoftheradiationfieldifpresent.

To calculate expectation values applicable to species in the fluid phase

therefore require performing a rotational average of the molecule or mole-

cules,whicharecharacterizedbyamultipolemomentofaparticularorderand

thatare typicallyexpressed intermsofcomponentsofaCartesiantensor.This

is usually followed by contraction with polarization vectors of the radiation

fieldorsomeothergeometricfactors,bothofwhicharealsowrittenintermsof

Cartesiantensorcomponents.ThisAppendixoutlinestheprocedurebywhich

Cartesiantensorsmaybeorientationallyaveraged,theresultspresentedbeing

able to be used to yield measurables for isotropic systems.

Consider a molecular tensorial property T of rank r whose Cartesian

components in a space-fixed frame of reference are Ti1i2...ir and in a

molecule-fixed frame are Tl1l2...lr . The components in the two frames are

related through

Ti1i2...ir ¼ li1l1 li2l2 . . . lirlrTl1l2...lr ; ðB:1Þ
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where linln is the direction cosine between the space-fixed axis in and the

molecule-fixed axis ln. A rotational average of Ti1i2...ir therefore requires

a rotational average of the factor li1l1 li2l2 . . . lirlr, which for convenience is

designated by IðrÞ. This last quantity is expressible as a linear combination

of isotropic tensors, each member being a product of two isotropic

tensors—one for the space-fixed frame, the other for the molecule-fixed

axes. The two fundamental isotropic tensors in three dimensions being the

Kronecker delta dij and the Levi-Civita epsilon eijk. Isotropic tensor

products are formed by permuting the indices i1; i2; . . . ; in in a particular

factor, and are called isomers. Results are given below for IðrÞ applicable
for tensors up to rank six (Andrews and Thirunamachandran, 1977).

Ið0Þ ¼ 1 ðB:2Þ
and

Ið1Þ ¼ 0: ðB:3Þ
For r¼ 2, the sole isomer is di1i2 and

Ið2Þ ¼ 1

3
di1i2dl1l2 : ðB:4Þ

For r¼ 3, there is also a single isomer, ei1i2i3 , and

Ið3Þ ¼ 1

6
ei1i2i3el1l2l3 : ðB:5Þ

When r¼ 4, there are three linearly independent isomers

di1i2di3i4 ; di1i3di2i4 ; di1i4di2i3 ðB:6Þ

and

Ið4Þ ¼ 1

30

di1i2di3i4
di1i3di2i4
di1i4di2i3

0
B@

1
CA
T

4 �1 �1

�1 4 �1

�1 �1 4

0
B@

1
CA

dl1l2dl3l4
dl1l3dl2l4
dl1l4dl2l3

0
B@

1
CA; ðB:7Þ

where thesuperscriptTdenotes the transpose.Althoughthereare10different

isomers for r¼ 5, only 6 are linearly independent. The ones used are

ei1i2i3di4i5 ; ei1i2i4di3i5 ; ei1i2i5di3i4 ; ei1i3i4di2i5 ; ei1i3i5di2i6 ; ei1i4i5di2i3 ;

ðB:8Þ
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resulting in

Ið5Þ ¼ 1

30

ei1i2i3di4i5
ei1i2i4di3i5
ei1i2i5di3i4
ei1i3i4di2i5
ei1i3i5di2i4
ei1i4i5di2i3

2
6666666664

3
7777777775

T
3 �1 �1 1 1 0

�1 3 �1 �1 0 1

�1 �1 3 0 �1 �1

1 �1 0 3 �1 1

1 0 �1 �1 3 �1

0 1 �1 1 �1 3

2
6666666664

3
7777777775

el1l2l3dl4l5
el1l2l4dl3l5
el1l2l5dl3l4
el1l3l4dl2l5
el1l3l5dl2l4
el1l4l5dl2l3

2
6666666664

3
7777777775
:

ðB:9Þ
There are 15 distinct isomers for r¼ 6 and they comprise a linearly

independent set. Ið6Þ is given by

Ið6Þ ¼ 1

210

�

dijdkldmn

dijdkmdnl

dijdkndlm

dikdjldmn

dikdjmdnl

dikdjndlm

dildjkdmn

dildjmdkn

dildjndkm

dimdjkdnl

dimdjldkn

dimdjndkl

dindjkdlm

dindjldkm

dindjmdkl

0
BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA

T
16 �5 �5 �5 2 2 �5 2 2 2 2 �5 2 2 �5

�5 16 �5 2 �5 2 2 2 �5 �5 2 2 2 �5 2

�5 �5 16 2 2 �5 2 �5 2 2 �5 2 �5 2 2

�5 2 2 16 �5 �5 �5 2 2 2 �5 2 2 �5 2

2 �5 2 �5 16 �5 2 �5 2 �5 2 2 2 2 �5

2 2 �5 �5 �5 16 2 2 �5 2 2 �5 �5 2 2

�5 2 2 �5 2 2 16 �5 �5 �5 2 2 �5 2 2

2 2 �5 2 �5 2 �5 16 �5 2 �5 2 2 2 �5

2 �5 2 2 2 �5 �5 �5 16 2 2 �5 2 �5 2

2 �5 2 2 �5 2 �5 2 2 16 �5 �5 �5 2 2

2 2 �5 �5 2 2 2 �5 2 �5 16 �5 2 �5 2

�5 2 2 2 2 �5 2 2 �5 �5 �5 16 2 2 �5

2 2 �5 2 2 �5 �5 2 2 �5 2 2 16 �5 �5

2 �5 2 �5 2 2 2 2 �5 2 �5 2 �5 16 �5

�5 2 2 2 �5 2 2 �5 2 2 2 �5 �5 �5 16

0
BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA

dlmdnrdst

dlmdnsdrt

dlmdntdrs

dlndmrdst

dlndmsdrt

dlndmtdrs

dlrdmndst

dlrdmsdnt

dlrdmtdns

dlsdmndrt
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dltdmrdns
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0
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1
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:

(B.10)
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Near-zone potential, 186–189

London dispersion energy, 186

Net repulsion effect, 126

Neutral electric dipole systems, 143

Newton force law, 37

2N first-order equations, 7

Noninteracting matter-field

system, 27

Nonrelativistic classical dynamics, 9

Nonrelativistic molecular energy, 122

Nonrelativistic quantum field

theory, 62–71

N-photon state, 359

N second-order equations, 7

Nuclear coordinates, function, 124

Nuclear Hamiltonian, 123

Number operator, 22

Occupation number state, 22

One-dimensional harmonic

oscillator, 21

Hamiltonian function, 21

Open shell systems, 126

Operator equations, 22

Optical rotatory strength tensor, 156

Orthogonal unit vectors, 16

Pair averaged energy shift, 355

Pair orientational averaging, 330–332

Partial differential equations, 10

Particle-electromagnetic field

system, 30

Particle-field interaction terms, 48

Particle-radiation field system, 26

interaction, 26–30

Pascal triangle, 196

Pauli exclusion principle, 74

Permanent electric moments, 133

Permittivity, 9, 252, 309

Perturbation operator, 51, 132, 266,

269
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Photon operators, time evolution, 89

Photons, 22

Plane wave solutions, 16

polarization vectors, 16

Polarizability, 214, 222, 287, 288, 302,

304

Polarization field, 33, 38

Potential energy, 258
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